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Outline
* ChatGPT and Conversational Al

* Generative Pre-trained Transformer (GPT)
e Large Language Model (LLM)
* Reinforcement Learning from Human Feedback (RLHF)

* Generative Al
Al for Social Good (Al4SG)



OpenAl ChatGPT

@OpenAI API RESEARCH BLOG ABOUT

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT
which interacts in a conversational way.
The dialogue format makes it possible for
ChatGPT to answer followup questions,
admit its mistakes, challenge incorrect
premises, and reject inappropriate
requests. ChatGPT is a sibling model to
InstructGPT, which is trained to follow an
instruction in a prompt and provide a
detailed response.

https://openai.com/blog/chatgpt/
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Conversational Al

to deliver contextual and personal experience to users

Automated Speech
Recognition
: 1 Sure, | need your
Hi, | need :0 | ID to check the
access a_wr ua » acCcess
meeting. DlalOg Natual L?nguage permission?
P Management _, Generation
s Forming Response  Offering response

Natual Language
Understanding J

; ; ; t ;

Machine Learning and Deep Neural Networks



OpenAl ChatGPT
ChatGPT

This is a free research preview.

ﬁ Our goal is to get external feedback in order to improve
our systems and make them safer.

While we have safeguards in place, the system may

occasionally generate incorrect or misleading information

- and produce offensive or biased content. It is not
intended to give advice.

https://chat.openai.com/chat
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OpenAl ChatGPT

ChatGPT

How we collect data

» Conversations may be reviewed by our Al trainers to
E&®  improve our systems.

ﬁ? Please don't share any sensitive information in your
conversations.

https://chat.openai.com/chat
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OpenAl ChatGPT

Examples

"Explain quantum computing in
simple terms" =

"Got any creative ideas for a 10
year old's birthday?" -

"How do | make an HTTP
request in Javascript?" =

ChatGPT

4

Capabilities

Remembers what user said
earlier in the conversation

Allows user to provide follow-
up corrections

Trained to decline inappropriate
requests

A

Limitations

May occasionally generate
incorrect information

May occasionally produce
harmful instructions or biased
content

Limited knowledge of world and
events after 2021

i e

Free Research Preview: ChatGPT is optimized for dialogue. Our goal is to make Al systems more natural to interact with, and your feedback will help us

improve our systems and make them safer.

https://chat.openai.com/chat
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OpenAl ChatGPT

What is the future of Al?

It is difficult to predict the exact future of Al, but many experts believe that it will continue
to play an increasingly important role in our lives. Some potential future developments in
the field of Al include:

* Improved natural language processing, allowing Al systems to better understand and
respond to human speech and writing.

* Enhanced ability to learn and adapt, allowing Al systems to become more autonomous
and capable of handling a wider range of tasks.

* Greater integration with the internet of things (loT), allowing Al systems to control and
interact with a wide range of connected devices in the home and workplace.

* Continued advances in machine learning, allowing Al systems to make more accurate
predictions and decisions based on data.

* Increased use of Al in healthcare, transportation, and other industries, leading to more
efficient and effective processes and services.

* Continued development of ethical and regulatory frameworks to ensure that Al is
developed and used responsibly.

Ultimately, the future of Al will depend on how it is developed and used by individuals,

organizations, and society as a whole.

https://chat.openai.com/chat
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Transformer

The Transformers Timeline
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Transformer Models
Transformer

Encoder Decoder

|

DistilBERT T5
|

BART
|

M2M-100
|

BigBird
|
ELECTRA mTO

RoBERTa

ALBERT

BLOOMZ

DeBERTa ChatGPT
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Language Models Sizes
(GPT-3, PaLM, BLOOM)

Luminous < GLM-130B

2008

OPT-175B

BB3
: PaLM-Coder 1758
Jurassic-1

1758
' e Minerva

LaMDA
‘ Al lab/group 1378

PaLM

& Parameters

Avallable

O Closed -
sovwarm/Subble plot, sires linear to scale. Selected highlights only. Alan D. Thampsen, October 2022, https ‘e {
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Step 1

Collect demonstration data
and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

™™
./
Explain reinforcement

leaming to a 6 year oid.

;

©)

4

We give treats and

punishments to teach,.

¢

SFT

Step 2
Collect comparison data and
train a reward model.
A prompt and oy
I model -
severalm Explain reinforcement
outputs are Jearning to a 6 year old.
sampled.
0o 0
":;;;’:‘ Lrpden revaehy
(¢ (o}

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

-

u e W phve ety and

o A LN O T
oo fmach

"4

”
@&
0-0-0-0

Step 3

ChatGPT: Optimizing Language Models for Dialogue

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

https://openai.com/blog/chatgpt/

A=

Write & stoey
about otters,

'

FPO
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Training language models to follow instructions with human feedback

InstructGPT and GPT 3.5

Step1

Collect demonstration data,
and train a supervised policy.

Step 2

Collect comparison data,
and train a reward model.

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

v

)

4

Some people went
to the moon..,

:

SFT
.@S@.
Z
BEE

A prompt and
several model R ' oo
outputs are landing to a 6 year old
sampled.
0o (5
(c (0]
A J
A labeler ranks
the outputs from @
best to worst.
0-0-0:-0
This data is used RM
to train our .,}?.A.
reward model. W
0-0-0:-0

A new prompt

: ™
is sampled from T
the dataset. about frogs

|

Y
The policy PPO

enerates o8,
g o/)?o&o -
an output. \.\;52{/
Once upon a time...

v

The reward model =
Iculat
—_—"
Y

the output.
The reward is )
used to update rk
the policy
using PPO.
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Reinforcement Learning from Human Feedback
(RLHF)

1. Pretraining a Language Model (LM)
2. Gathering Data and Training a Reward Model

3. Fine-tuning the LM with Reinforcement Learning

https://huggingface.co/blog/rlhf
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Reinforcement
Learning
from Human
Feedback (RLHF)

Step 1. Pretraining
a Language Model
(LM)

Prompts & Text Dataset

Train Language Model

Human Augmented
Text (Optional)

https://huggingface.co/blog/rlhf

Initial Language Model

16
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Prompts Dataset

Re i nfO rCE m e nt ( Reward (Preference) R
Model
Learning . .0
. O 0 \ 4 -
from Human i s §lere S
Feedback (RLHF) {sample, reward} pairs . Y

Sample many prompts

Step 2. Gathering l l l l l l l l

Data an d € Initial Language Model h Lorem ipsum dolor

sit amet, consectet

Outputs are ranked
(relative, ELO, etc.)

e e O O adipiscing elit. Aen
Tra I n I ng a O % \ Donec quam felis
zN : ,‘ : ,',:E'{ vulputate eget, arc
Reward Model S/

QQ0
Q09

eros faucibus tincit  Human Scoring
luctus pulvinar, her

W
JTVRN

Generated text

https://huggingface.co/blog/rlhf
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Reinforcement
Learning
from Human
Feedback (RLHF)

Step 3. Fine-tuning
the LM with
Reinforcement
Learning

Prompts Dataset

Vv X: Adogis... WV

Initial Language Model

y: a furry mammal

—AkLDkL (WPPO(y|-'B) | 7rbaLse(y|-’I7))
KL prediction shift penalty

/" Tuned Language )
Model (RL Policy)
’: : Reinforcement Learning
3¢ Q"-.\’ N\ Update (e.g. PPO)
O(\ “_/ ' 7" ya
Nete/ N 0 < 0+ VoJ(0)
@@
\L AN
RLHF ®®®® Geward (Preference?
Tuned Text ®®®® Model
L e .
y: man’s best friend >| = : o LN 2 Ve
3 ::: 9
\. J
" > J, /
> +
ro(y|x)

https://huggingface.co/blog/rlhf
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4 Approaches of Al

3.
2. - :
Thinking Humanly: Thinking Rationally:
.. The “Laws of Thought”
The Cognitive
. Approach
Modeling Approach
1. 4.
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent
Approach (1950) ApprOaCh

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson

19



Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

* Knowledge Representation
* Automated Reasoning
* Machine Learning (ML)
* Deep Learning (DL)
 Computer Vision (Image, Video)
* Natural Language Processing (NLP)
* Robotics

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

20



Can machines think?

* Alan Turing rejected the question “Can machines think?”
and replaced it with a behavioral test.

e Alan Turing anticipated many objections to the possibility
of thinking machines.

* Concentrate on their systems’ performance on practical
tasks

* rather than the ability to imitate humans.

* Consciousness remains a mystery.

21



Generative Al
Gen Al




BASE10 TREND MAP: GENERATIVE Al

Companies are grouped based on medium produced and segmented by use case within each medium. Companies that offer

Generative Al

products across segments are grouped in the segment of the core product offering.

Base10
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- . - & . ¥
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23



Generative Al

7 Marketing & sales copy

©

+49 more in full universe

+4 more in full universe
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Generative Al

Audio Editing

+2 more in full universe

Text to speech / Speech to text

+14 more in full universe

Music generation

+9 more in full universe

“* coqui i+ Speechify
000 Humanioop A mosaic* Ambe'sc"pt M moises @ boomy
- == W WELLSAID [JIIIEY R=PLICA .
veihs  P— ~.PODCASTLE ~ supertone  14USICO  PDAACI
Krisp @ oo e LOVO RESEMBLE.AI SPLASH
Summarization & insights Avatars & dubbing Video
+8 more in full universe +15 more in full universe
Hour . . i =
%= Fathom Xembly < :hume One. Synthesia  meTtarnvsic @ R:irr‘:ut:i?::n E:Itm? o
T PR = > 5 a . : . . +1 more in full universe __—_- d l
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DALL-E 2

Create original, realistic images and art from a text description.
It can combine concepts, attributes, and styles.

TEXT DESCRIPTION DALL-E 2

An astronaut

riding a horse

in a photorealistic style

= p ; :
ool K X
gl |

https://openai.com/dall-e-2/
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Hugging Face

B Spaces:

s App

Files

Stable Diffusion

rch models, datasets, users. + Models Datasets Spaces Docs & Solutions

stable-diffusion = ke

Community i

+ Stable Diffusion Demo

Stable Diffusion is a state of the art text-to-image model that generates images from text.
For faster generation and forthcoming APl access you can try DreamStudio Beta

an insect robot preparing a delicious meal

4 -’
https://huggingface.co/spaces/stabilityai/stable-diffusion

Pricing

¢+ Linked Models
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Stable Diffusion Colab

@ woctezuma / stable-diffusion-colab Public

<> Code () Issues I Pullrequests () Actions [ Projects [J Wiki © Security |~ Insights

Go to file

37bc@2d 24 daysago ' 18 commits

¥ main ~ F 1branch © 0tags

’ woctezuma README: add a reference for sampler schedules

[ LICENSE Initial commit 27 days ago
(Y README.md README: add a reference for sampler schedules 24 days ago
[B stable_diffusion.ipynb Allow to choose the scheduler 25 days ago

README.md

Stable-Diffusion-Colab

The goal of this repository is to provide a Colab notebook to run the text-to-image "Stable Diffusion" model [1].
¢Usage
¢ Run stable_diffusion.ipynb .

https://github.com/woctezuma/stable-diffusion-colab

L)\ Notifications

© %2 8

% Fork 7 Y7 Star 31

About

Colab notebook to run Stable Diffusion.

¢ github.com/CompVis/stable-diffusion

deep-learning colab image-generation

text-to-image diffusion text2image

colaboratory google-colab
colab-notebook google-colaboratory
google-colab-notebook
text-to-image-synthesis huggingface
diffusion-models
text-to-image-generation latent-diffusion
stable-diffusion huggingface-diffusers

diffusers stable-diffusion-diffusers

Readme
MIT license
31 stars

2 watching
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Lexica Art: Search Stable Diffusion images and prompts

lexica

lexica Q

https://lexica.art/
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation
AnyFace: Free-style Text-to-Face Synthesis and Manipulation

Jianxin Sun'?; Qiyao Deng'?; Qi Li"? | Muyi Sun', Min Ren'?, Zhenan Sun'*
! Center for Research on Intelligent Perception and Computing, NLPR, CASIA
2 School of Artificial Intelligence, University of Chinese Academy of Sciences (UCAS)

{jianxin.sun, denggiyao, muyi.sun, min.ren}@cripac.ia.ac.cn, {qli, znsun}@nlpr.ia.ac.cn

She graduated with a PhD.

(1) This is a young man with a melon seed face.
(2) He has wheat skin, big eves and slightly bushy eyebrows.
(3) He has medium-length black hair.

(4) The man 1s smiling with his mouth slightly open.
(5) He wears black-rimmed glasses and no beard

(b) Open-world text descriptions
He has black hair and beard.

(H-@2) (H-3) (1)-(4) (1)-(5)

(a) One caption vs Multi-caption (c) Face manipulation

Figure 1. Our AnyFace framework can be used for real-life applications. (a) Face image synthesis with optical captions. The top left is the
source face. (b) Open-world face synthesis with out-of-dataset descriptions. (c¢) Text-guided face manipulation with continuous control.
Given source images, AnyFace can manipulate faces with continuous changes. The arrow indicates the increasing relevance to the text.

30



AnyFace: Free-style Text-to-Face Synthesis and Manipulation

She graduated with a PhD. | He looks very knowledgeable.

(1) This is a young man with a melon seed face.
(2) He has wheat skin, big eves and slightly bushy evebrows.

(3) He has medium-length black hair.

(4) The man 1s smiling with his mouth slightly open.

(5) He wears black-rimmed glasses and no beard

(b) Open-world text descriptions
He has black hair and beard.

(1)-(2) (1)-(3) (1)-(4) (1)-(5)

PR L ee——

(a) One caption vs Multi-caption (c) Face manipulation

Methods  AttnGAN [31] DFGAN [25] RiFeGAN [1] SEA-T2F [24] CIGAN [28] TediGAN-B [30] AnyFace

Single Model v v v v
One Generator - v - -
Multi-caption - - v v
High Resolution - - - -
Manipulation - . - -
Open-world - - - - -

SENFEENEN
N
ENENENENEN

NENENE
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

(a) Cross Modal Distillation
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Ea i h We
L T = Z‘::’c’ L CMD >I > B .[‘_,'_I_.[lﬂ[l__l
5 B I s y :
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= ’ Text t : :
T ey » CMD > """LDT 5 Z 5
ﬁc/ 4 Mepping 4—]\ - Wi
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— W.....: ”MJ
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4 y
o — q A v,
Wl ‘ TC B I
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

The person wears lipstick.
She has blond hair, and
pale skin. She is attractive.

The woman has wavy hair,
black hair, and arched

eyebrows. She is young. She
1s wearing heavy makeup.

She is wearing lipstick. She
has high cheekbones, wavy
hair, bushy eyebrows, and

oval face. She is attractive.

He has mouth slightly open,
wavy hair, bushy eyebrows,
and oval face. He is attractive, §%
and young. He has no beard.
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AnvFace: Free-style Text-to-Face Synthesis and Manipulation

She seems to She graduated She has heavy Heis a Maybe he ate too  He is ten years
have heard bad with a PhD. makeup to conceal programmer. much junk food.  old.
her middle age.

news.

AnyFace

TediGAN-B
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

The girl with brown hair and earrings is smiling.

‘ -

Text-guided
Face
Manipulation
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- Text
- Speech
- Vision

NLG from a Multilingual,
Multimodal and Multi-task perspective

Multf(Natural Language) Generation

2
3
S
s &
\‘g\\«o - Recognize and transcribe speech (ASR)

- Translate from one language to another (MT)
- Describe, ask or answer questions or converse about

visual objects (Captioning, VQA, Visual Dialogue, ...)

(M)Language
(natural languages and varieties)
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Text-and-Video Dialog Generation Models
with Hierarchical Attention

(]
: 3D R Vocabulary
2 ResNeXt
i L (action .
prediction) - _—
ut
Hierarchical%z_l modal
Attention Decoder
_.—
—
Text
summary+ | _ I Encoder —
Question
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Multimodal Few-Shot Learning with
Frozen Language Models

Model Completion

This person is
like @ .

This person is

This person @ . <E0S>
like @&. 3

is like

Model Completion

This was invented
by Zacharias
Janssen.

This was invented by
invented by . brothers. <E0S>

Thomas Edison.

e - Model Completion
With one of these I With one of these I can .
can drive around a take off from a city and \’ “~ With one of break into a secure
track, overtaking fly across the sky to th T building, unlock the door
other cars and taking somewhere on the other . ese 1 can and walk right in <EO0S>
corners at speed side of the world E

Curated samples with about five seeds required to get past well-known language model failure modes of either repeating
text for the prompt or emitting text that does not pertain to the image.

These samples demonstrate the ability to generate open-ended outputs that adapt to both images and text, and to make
use of facts that it has learned during language-only pre-training.
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Multimodal Pipeline

that includes three different modalities (Image, Text. Audio)

j:il]fl‘ﬁ_w

Multimodal datasets

39



Audio

Video and Audio Multimodal Fusion

Fusion Fingl

operation

\ Audio description

Multimodal fusion —> prediction

40



Visual and Textual Representation

Image

Visual representations (Dense)

Text
his is the oldest and most important defensive work 1o .
ave bean bt along the North African coastine by the Textual representations (Sparse)
ab conquerors in the early days of Islam. Founded in EEEE IEEE NS EEEm B
96, this building underwent several modifications during EEEE DEEE BEEE EEEE B
e medieval period. Initially, it formed a quadrilateral —rETTIETTTTT e
nd then was composed of four buildings giving onto two
ner courtyards.




Hybrid Multimodal Data Fusion

Text

Audio

Image

Text
Speech

Video

Classifier 1

Classifier 2

Classifier 3

»

Classifier

usion
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Multimodal Transfer Learning

Source: large-scale dataset

L= —

Training

Domain 1/ Modality 1

Pre-trained model

v

[ |

Source domain

Prediction

Fusion

——3 Transfer learming

v

Fine-tuned model 1

Domain 2 / Modality 2 l

-3 Transfer leaming

D
| ‘ ]
Fine-tuned model 2

|

Transfer leaming
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CLIP: Learning Transferable Visual Models
From Natural Language Supervision

(1) Contrastive pre-training

Pepper the
aussie pup

-

(2) Create dataset classifier from label text

Y

Y

Y

Y

pla
car
dc
\ 4 4 4 \ 4
TR T N TP i
bi
Iy LT | I'Ty | I1'Ts I1'Ty
I LT | IryTy | IrT; LTy
I3 I3yT; | 13T, | 3Ty I3 Ty
IN INTy | INTy | INT3 INTN

(3) Use for zero-shot prediction

a {obje

A photo of
ct}.

‘\\\\;;;:\\\l

=

'//jififfi//J

\ 4 \ 4 \ 4 \ 4
T, T, T; Tn
L LTy | Ty | T, I' Ty
4
A photo of

a dog.
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VILT: Vision-and-Language Transformer
Without Convolution or Region Supervision

Modality
Interaction

C

D)

Textual
Embed

—

Visual
Embed

\_ W,

f

Text

(a) VE > TE > MI

?

Image

Modality
Interaction

—1
[ N

Textual
Embed

—__

~

Visual
Embed

D
*

__

t

Text

(b) VE = TE > MI

?

Image

~
Modality
{ Interaction
—
‘ Visual
Textual | Embed
Embed
- J
1
Text Image

(c) VE > MI > TE

Modality
Interaction

|

Textual Visual
Embed Embed

. _OC_ D
1

Text Image

(d)MI > VE = TE
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wav2vec 2.0:
A framework for self-supervised learning of speech representations

Contrastive loss

L
f
Context
repre::nte:tions C , ﬁ 3 * T

Transformer

Masked

Quantized
representations Q

Latent speech Z
representations

raw waveform X




Robust Speech Recognltlon via Large-Scale Weak Supervision

Whisper:

Multltask training data (680k hours) Sequence-to-sequence leaming  meraen [ e oo .
M b L
English transcription prediction
’ "Ask not what your country can do for ..~ —wr )
D Ask not what your country can do for -
- . e/
Any-to-English speech translation § :
= :
" - N ! NSRS
. El rdpido zorro marrdn salta sobre g — L
D The quick brown fox jumps over - g T~ ) Decoder Blocks
Non-English transcription
& o si01 g2 UeictEY HRY WD We ED“I"
7 o« s g2 weictea 4oy wo we - ==y
No speech ;@ ja
m (background music playing) : - - - ) e
BE) SOT| EN S| 0.0 | The |quick ...
W Tokens in Multitask Training Format
Multitask training format Language X - X Time-aligned Fanecrption

Cend | [begin
= 4..“...}.““,

NO NO
Custom vocabulary / ‘ ? L
prompting 5 N
= Voice activity X — English
special [ text w timestamp m Transtation
~ lokens tokens _ lokens

text tokens J/vf
= 'l‘

Text-only lrmoenpﬁon f
(allows dataset-specific fine-tuning) f
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Microsoft Azure
Text to Speech (TTS)

Text  SSML

] Language
You can replace this text with any text you wish. You can either write in this text box or paste your
own text here. English (United States)
Try different languages and voices. Change the speed and the pitch of the voice. You can even Voi
tweak the SSML (Speech Synthesis Markup Language) to control how the different sections of the olce
text sound. Click on SSML above to give it a try! Jenny (Neural)

Enjoy using Text to Speech!
Speaking style

General

Speaking speed: 1.00
= ———0)|

Pitch: 0.00
—_—)

Play

https://azure.microsoft.com/en-gb/products/cognitive-services/text-to-speech/
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~ Hugging Face

Hugging Face

' Models Datasets Spaces Docs «. Solutions  Pricing

L)
v

The Al community
building the future.

Build, train and deploy state of the art models powered by

the reference open source in machine learning.

() Sstar 58,696

https://huggingface.co/

LogIn

Sign Up
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BLOOM

BigScience Large Open-science Open-access Multilingual Language Model
Downloads last month )\/\//\_w
a BigScience initiative 12,875
B m Hosted inference API

176B params - 59 languages - Open-access

» Text Generation

Groups v

BigScience Large Open-science Open-access Multilingual Language | love bloom. Super simple, but so effective! | went

Model through a similar process a couple of years ago

Version 1.3 / 6 July 2022 when |

Current Checkpoint: Training Iteration 95000

Total seen tokens: 366B sampling () BLOOM prompting tips

Switch to "greedy" for more accurate completion e.g.
math/history/translations (but which may be
repetitive/less inventive)

Compute

https://huggingface.co/bigscience/bloom 50
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OpenAl Whisper

~ Hugging Face Models Datasets Spaces Docs Solutions  Pricing ~=
B8 6 whisper 0 @ like Running
App Files Community

s~ Whisper

Whisper is a general-purpose speech recognition model. It is trained on a large dataset of diverse
audio and is also a multi-task model that can perform multilingual speech recognition as well as
speech translation and language identification. This demo cuts audio after around 30 secs.

You can skip the queue by using google colab for the space:

ZC Open in Colab

Transcribe

P 0:05/0:05 e——— ) 3 ‘

https://huggingface.co/spaces/openai/whisper

51


https://huggingface.co/spaces/openai/whisper

Computer vision in the metaverse

with scene understanding, object detection, and human action/activity recognition

Scene: garden human, watering

| human, standing
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Al for

Social Good
(Al4SG)



Key Enabling Technologies of the Metaverse

2 D Real-time sensory data Immearuable f

'@ ~=L, from different devices 8 =8 range of tasks U | @)
RS
828 Security =
loT 3
Historical data, sensory - oSy o
_ “1% data, and models Virtual models g® Traceability
T - \ =
1 _ : \ |
— Digital Twins > |
‘ Wi e User input, real-time and 9 Decisions @& 4' Immutability
T Q) historical data : %‘-\F( IE:I > @
B P emmmomomse s > &, ¢
Users ‘ & @Iockchain 0% Metaverse

Categorized data e ,4 , Decentralized
/’

/ ==

, o

“ @ Y 3 w Speech, eye tracking, Immersive ,' Smart contract

\ S & gesture, VR/AR a_ experience gf’ ¢ @ &

->»
l_

.............. -

XR Ap—ps Consensus
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Primary Technical Aspects in the Metaverse

Al with ML algorithms and DL architectures
is advancing the user experience in the virtual world

Language modeling
o/ Word prediction

Neural Text-to-speech processing
Interface NLP Semantic labeling

Brain-computer interface
Invasive and non-invasive signals
Mental state analysis

Object detection and segmentation
Image restoration and enhancement
Pose estimation and action recognition

Data-driven modeling
Physical-digital view integration
Analysis-monitoring-prediction-simulation

PR Metaverse's
i Techniques

Virtual reality
Augmented reality
{ Mixed reality

Ultra-reliable and low-latency communications
Multi-access edge computing
Intelligent spectrum utilization

Data collection and sharing
- Data storage and management
- Data security and privacy
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Al for the Metaverse in the Application Aspects

healthcare, manufacturing, smart cities, gaming
E-commerce, human resources, real estate, and DeFi

E-commerce

Development of virtual stores

Shopping experience improvement
Personalizing customer experience

Shopping behavior analysis and understanding

Physical activity recognition

Sensor-based fall detection

Lesion segmentation in breast image
Non-rigid heart motion estimation

Living assistance and risk awareness
Virtual health centers and hospital
Treatment planning and educative training

DeFi

Cryptocurrency-based financial platform
Leaning, borrowing, farming, and staking
Decentralized exchange and application
Trading products and NFT using crypto

Console, mobile, and PC gaming platforms
Al-assisted game store telling

Procedural content creation

Tactical planning for Al agent

Immersive gamming experience evaluation
Al-aided gaming developing optimization |, /
Realistic player-NPC interaction

Metaverse's |
Applications

| Real Estate

\ Virtual land investment in the metaverse
"~ Land and house for trading
NFT-associated real estate in virtual worlds
. Cost-efficient marketing channel for real estate companies

Shortening product lifecycle

/ *| Machine condition supervision

' Fault detection and diagnosis

Production line optimization
Manufacturing scalability and compatibility
Make-to-order manufacturing enterprise
Virtual entities for operating transparency

Human Resource
Virtual job fairs
Immersive recruitment experience
Revolution of working style and workplace
Virtual meeting platform supporting metaverse

Intelligent transport system

Smart community portal

Video-based surveillance system

Collaborative home appliances control

Smart environmental trackind and awareness
. Sustainable green agriculture

Virtual replication in metaverse ecosystem
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1

Sustainable Development Goals (SDGs)

NO
POVERTY

DECENT WORK AND
ECONOMIC GROWTH

i

CLIMATE 1 LIFE
ACTION BELOW WATER

GOOD HEALTH
AND WELL-BEING

QUALITY
EDUCATION

INDUSTRY, INNOVATION 10 REDUCED
AND INFRASTRUCTURE INEQUALITIES

A

(=)

1 PEACE, JUSTICE
AND STRONG
INSTITUTIONS
(14

Source: https://sdgs.un.org/goals

1

GENDER
EQUALITY

PARTNERSHIPS
FOR THE GOALS

&

CLEAN WATER
AND SANITATION

12 covsovenon

AND PRODUCTION

SUSTA ABLE
DEVELOPMENT

GL:ALS



https://sdgs.un.org/goals

Sustainable Development Goals (SDGs) and 5P

Partnership
Peace
Prosperity
People

Planet

Source: Folke, Carl, Reinette Biggs, Albert V. Norstrom, Belinda Reyers, and Johan Rockstrom. "Social-ecological resilience and biosphere-based sustainability science.”Ecology and Society 21, no. 3 (2016).
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ESG to 17 SDGs

ENVIRONMENT SOCIAL

GOOD HEAMLTH DECINT WORK AND
AND WELL-BENG FCONOMIC GROWTH

GOVERNANCE

CLEAN WATER
AND SANITATION

CLIMATE QUALITY CLEAN WATER ]3 CUMATE
.“ ACTION EDUCATION AND SANITATION ACTION
um ~

LIFE 8 DECENT WORK AND ! REDUCED ]6 PEACE, JUSTICE ]7 PARTNERSHIPS
BELOW WATER FCONOMIC GROWTH INEQUALITIES AND STRONG FOR THE GOALS
INSTITUTIONS

|5 A8 HFE

]6 PEACE. ISTICE
AND STRONG

INSTITUTIONS

Source: Henrik Skaug Szetra (2021) "A Framework for Evaluating and Disclosing the ESG Related Impacts of Al with the SDGs." Sustainability 13, no. 15 (2021): 8503. 59



ESG to 17 SDGs

B Environment ™ Social ™ Governance

1: End Poverty

2: Zero Hunger

3: Good Health and Well-Being

4: Quality Education

5: Gender Equality

6: Clean Water and Sanitation

7: Affordable and Clean Energy

8: Decent Work and Economic Growth

9: Industry, Innovation, and Infrastructure
10: Reduced Inequalities

11: Sustainable Cities and Communities
12: Responsible Consumption and Production
13: Climate Action

14: Life Below Water

15: Life on Land

16: Peace, Justice, and Strong Institutions
17: Partnerships for the Goals

Source: https://sustainometric.com/esg-to-sdgs-connected-paths-to-a-sustainable-future/
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Al for Social Good (Al4SG)
Al for Sustainable Development
Al4SG 10 Guidelines
* Al Technology (G1, G2, G3)
* Applications (G4, G5, G6, G7, G8)
e Data Handling (G9, G10)



Al4SG 10 Guidelines
Al Technology (G1, G2, G3)

* G1: Expectations of what is possible with Al need to be well-
grounded.

* G2: There is value in simple solutions.

* G3: Applications of Al need to be inclusive and accessible, and
reviewed at every stage for ethics and human rights
compliance.
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Al4SG 10 Guidelines
Applications (G4, G5, G6, G7, G8)

* G4: Goals and use cases should be clear and well-defined.

* G5: Deep, long-term partnerships are required to solve large
problems successfully.

* G6: Planning needs to align incentives, and factor in the limitations
of both communities.

* G7: Establishing and maintaining trust is key to overcoming
organisational barriers.

* G8: Options for reducing the development cost of Al solutions
should be explored.
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Al4SG 10 Guidelines
Data Handling (G9, G10)

* G9: Improving data readiness is key.

* G10: Data must be processed securely, with utmost respect for
human rights and privacy.
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Technique

Al for Social Good (Al4SG)
Domains and Techmques

Cognitive modeling 0 0 0 0 0 0 0 1
Constraint satisfaction and optimization 2 5 31 18 20 26 9 59 173
Cognitive systems 1 2 2 7 2 3 1 5 20 150
Computer vision 3 8 12 20 6 12 7 19 79
Game playing and interactive entertainment 0 1 0 0 0 0 ] 2
Game theory and economic paradigms 3 5 30 6 11 31 1 16 78 120
Human-Al collaboration 1 8 11 23 9 6 6 17 69
Human computation and crowd sourcing 1 5 6 20 15 12 11 15 98
Heuristic search and optimization 1 3 11 14 8 26 69 § 90
Knowledge representation and reasoning 0 0 0 5 3 2 0 1 11
Multiagent systems 2 7 47 19 16 22 8 31 122
Machine learning 12 27 65 - 53 65 36 92 460 e
Natural language processing 4 12 6 18 10 10 5 3 58
Planning, routing, and scheduling 9 1 48 13 14 28 31 ,' 84 210
Robotics 3 1 12 10 1 5 E} B li 47 e
Reasoning under uncertainty 4 3 30 23 8 6 6 13 78
Total 40 78 225 344 155 177 90 253 1176
o\\o@ 5 R o“\\\\s \“c‘,& \’000 é"e\i 3 “\‘\9 oo .‘o\’\ 0
Wt % B e T o
> Pig o“‘“‘ A5
o‘oo“ - “oa\ - o
o o A W
0°«&°
Domain
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NLP for Social Good (NLP4SG)

Which SDG goal(s)?

n ACL Anthology Paper

Is it closely related to Social Good?

Title
Abstract

' Subtask 1: Binary Classification |

\ 4
Yes

' Subtask 2: Multi-Label Classification |

__/

v

[Goal 1. Poverty]
[Goal 2. Hunger]
Q Goal 3. Health

-

~

What technology?

ubtask 3: Salient IE |

(S
What task?

6 Infection Detection

[

Job Matching

]

[

Essay Scoring

]

g

N

J

~

-

&

| LLMs | [ RNNs |

(GNNs | [ CNNs |

Boltzmann
Machines

~N




NLP for Social Good (NLP4SG)
Visualization

i annotati... 2
= automatic speech recognition modeis
- B classification =
> =~ coreference resolution
. 7 il g a1 conditional random field
- P 3 - gvent extraction
I Good Health and Well-Being fact checking . cmm neualm mtwomm
- hkanew'sdatecﬁon domain adaption
“ Quality Education <l — B hate specch ensemble methods
: ’ o e hope spediiiaiection fact checking models
- mm > S . < 3 — \‘—, S th
Clean Water and Sanitation .~ " "~ & < 5 ;’“"""‘mm - language models
— Affordable and Clean Energy .~~~ 7 e — nforma - language technology
~ Decent Work and Economic Growth —~ ~ —— Istm
. S — machine translation - P ot RS
!1;,\_ -~ - 0 S “ner models
= = -~ SOR named entity recognition nlp models
SN R = natural language generation part of spesth models
N~ g — Hone recurrent neural networks
Reduced Inequalities : e e o - roberta
N e N Mon‘o topic models
— @ = part “’“"'m ' =~ transfer learning
y transformers
Sustainable Cities and Communities = relation extraction
~ Responsible Consumption and Production — rumor detection word embeddings
Il sentiment analysis
Life on Land - stance detection
Peace, Justice and Strong Institutions “ text summarization

» Partnership for the Goals = toxic spans detection Other methods

.
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Summary
* ChatGPT and Conversational Al

* Generative Pre-trained Transformer (GPT)
e Large Language Model (LLM)
* Reinforcement Learning from Human Feedback (RLHF)

* Generative Al
Al for Social Good (Al4SG)
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