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Outline
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• Artificial Intelligence
• FinTech
• Conversational Commerce 
• Task Oriented Dialogue System



AIWISFIN 
AI Conversational Robo-Advisor
(人工智慧對話式理財機器人)
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https://www.youtube.com/watch?v=sEhmyoTXmGk

First Place, InnoServe Awards 2018

https://www.youtube.com/watch?v=sEhmyoTXmGk


• Annual ICT application competition held for 
university and college students

• The largest and the most significant contest in 
Taiwan.

• More than ten thousand teachers and 
students from over one hundred universities 
and colleges have participated in the Contest.
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2018 The 23th International ICT 
Innovative Services Awards 

(InnoServe Awards 2018) 

https://innoserve.tca.org.tw/award.aspx

https://innoserve.tca.org.tw/award.aspx


2018 International ICT Innovative Services Awards 
(InnoServe Awards 2018) 

(2018第23屆大專校院資訊應用服務創新競賽)

6https://innoserve.tca.org.tw/award.aspx

https://innoserve.tca.org.tw/award.aspx
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The Rise of AI
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Source: DHL (2018), Artificial Intelligence in Logistics,  

http://www.globalhha.com/doclib/data/upload/doc_con/5e50c53c5bf67.pdf/

1.1  Origin & Definition of AI

Artificial intelligence (AI) is not new. The term was coined 

in 1956 by John McCarthy, a Stanford computer science 

professor who organized an academic conference on the 

topic at Dartmouth College in the summer of that year. 

The field of AI has gone through a series of boom-bust 

cycles since then, characterized by technological break-

throughs that stirred activity and excitement about the 

topic, followed by subsequent periods of disillusionment 

and disinterest known as 'AI Winters' as technical limita-

tions were discovered. As you can see in figure 1, today  

we are once again in an 'AI Spring'.

Artificial intelligence can be defined as human intelligence 

exhibited by machines; systems that approximate, mimic, 

replicate, automate, and eventually improve on human 

thinking. Throughout the past half-century a few key com-

ponents of AI were established as essential: the ability to 

perceive, understand, learn, problem solve, and reason. 

Countless working definitions of AI have been proposed 

over the years but the unifying thread in all of them is  

1 UNDERSTANDING ARTIFICIAL INTELLIGENCE

Understanding Arti!cial Intelligence 3

that computers with the right software can be used to 

solve the kind of problems that humans solve, interact 

with humans and the world as humans do, and create  

ideas like humans. In other words, while the mechanisms 

that give rise to AI are ‘artificial’, the intelligence to which 

AI is intended to approximate is indistinguishable from 

human intelligence. In the early days of the science, pro-

cessing inputs from the outside world required extensive 

programming, which limited early AI systems to a very 

narrow set of inputs and conditions. However since then, 

computer science has worked to advance the capability of 

AI-enabled computing systems.

Board games have long been a proving ground for AI 

research, as they typically involve a finite number of 

players, rules, objectives, and possible moves. This essen-

tially means that games – one by one, including checkers, 

backgammon, and even Jeopardy! to name a few – have 

been taken over by AI. Most famously, in 1997 IBM’s Deep 

Blue defeated Garry Kasparov, the then reigning world 

champion of chess. This trajectory persists with the ancient 

Chinese game of Go, and the defeat of reigning world 

champion Lee Sedol by DeepMind’s AlphaGo in March 2016.

Figure 1: An AI timeline; Source: Lavenda, D. / Marsden, P.

AI is born Focus on speci!c intelligence Focus on speci!c problems

The Turing Test
Dartmouth College conference
Information theory-digital signals
Symbolic reasoning
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Neural networks conceptualized
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Deep learning: pattern analysis & classification

Big data: large databases
Fast processors to crunch data
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                    1964 
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is developed by Joseph 
Weizenbaum at MIT

1997
IBM's Deep Blue defeats 
Garry Kasparov, the world's 
reigning chess champion

Edward Feigenbaum  
develops the first  

Expert System,  
giving rebirth to AI
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IBM's Watson Q&A machine wins Jeopardy! 
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assistant into the iPhone 
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AlphaGo 
defeats Lee Sedol
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Collapse of dedicated hardware vendors

THE RISE OF AI



Definition 
of 

Artificial Intelligence 
(A.I.) 
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Artificial Intelligence 

“… the science and 

engineering
of 

making 
intelligent machines” 

(John McCarthy, 1955)

10Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… technology that 
thinks and acts 
like humans”

11Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… intelligence
exhibited by machines

or software”
12Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



4 Approaches of AI
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Thinking Humanly Thinking Rationally

Acting Humanly Acting Rationally

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



4 Approaches of AI
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2.
Thinking Humanly: 

The Cognitive
Modeling Approach

3. 
Thinking Rationally:
The “Laws of Thought” 

Approach

1.
Acting Humanly:

The Turing Test 
Approach (1950)

4. 
Acting Rationally:

The Rational Agent 
Approach

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



AI Acting Humanly:
The Turing Test Approach

(Alan Turing, 1950)

• Knowledge Representation
• Automated Reasoning
• Machine Learning (ML)
–Deep Learning (DL)

• Computer Vision (Image, Video)
• Natural Language Processing (NLP)
• Robotics

15Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



NTCIR-9 Workshop, December 6-9, 2011, Tokyo, Japan
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IMTKU Textual Entailment System for 
Recognizing Inference in Text 

at NTCIR-10 RITE-2

Tamkang
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Ya-Jung WangMin-Yuh Day Che-Wei Hsu

Huai-Wen Hsu

En-Chun Tu

IMTKU Textual Entailment System for 
Recognizing Inference in Text at NTCIR-11 RITE-VAL

2014

Yu-Hsuan TaiShang-Yu Wu Cheng-Chia Tsai
NTCIR-11 Conference, December 8-12, 2014, Tokyo, Japan

Tamkang University

Yu-An Lin



IMTKU Question Answering System for 
World History Exams at NTCIR-12 QA Lab2
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IMTKU Question Answering System for 
World History Exams at NTCIR-13 QALab-3

myday@mail.tku.edu.tw
NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan

Department of Information Management 
Tamkang University, Taiwan

Tamkang University

Yue-Da Lin I-Hsuan HuangWanchu Huang Shi-Ya Zheng Tz-Rung Chen Min-Chun Kuo Yi-Jing Lin

2017

Min-Yuh Day Chao-Yu Chen

mailto:myday@mail.tku.edu.tw


IMTKU Emotional Dialogue System for 
Short Text Conversation at NTCIR-14 STC-3 

(CECG) Task

myday@mail.tku.edu.tw

Department of Information Management 
Tamkang University, Taiwan
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IMTKU Multi-Turn Dialogue System Evaluation 
at the NTCIR-15 DialEval-1 

Dialogue Quality and Nugget Detection
!"Zeals Co., Ltd. Tokyo, Japan

#"Information Management, Tamkang University, Taiwan
3 Information Management, National Taipei University, Taiwan

Tamkang University2020

NTCIR-15 Conference, December 8-11, 2020, Tokyo, Japan

Cheng-Jhe Chiang! Cheng-Han Chiu!Yu-Chen Huang!Zhao-Xian Gu! Yueh-Chia Wu!Mike Tian-Jian Jiang" Min-Yuh Day3Sheng-Ru Shaw!



NTCIR-15 Dialogue Evaluation (DialEval-1) Task
Dialogue Quality (DQ) and Nugget Detection (ND)

Chinese Dialogue Quality (S-score) Results (Zeng et al., 2020)

23
Source: Zeng, Zhaohao, Sosuke Kato, Tetsuya Sakai, and Inho Kang (2020), “Overview of the NTCIR-15 Dialogue Evaluation (DialEval-1) Task”, 

Proceedings of NTCIR-15, 2020

2020
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Transformer-based 
Models Selection 

BERT

RoBERTa

XLM-RoBERTa

Pre-trained Models Tokenization Tricks 

Discriminative 
Fine-tuning

One-cycle Policy

Fine-tuning Techniques

Optimization

Transfer 
Learning

DialEval-1

FinNum-2

Source: Jiang, Mike Tian-Jian, Shih-Hung Wu, Yi-Kun Chen, Zhao-Xian Gu, Cheng-Jhe Chiang, Yueh-Chia Wu, Yu-Chen Huang, Cheng-Han Chiu, Sheng-Ru Shaw,
and Min-Yuh Day (2020). "Fine-tuning techniques and data augmentation on transformer-based models for conversational texts and noisy user-generated content." In
2020 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (ASONAM), pp. 919-925. IEEE, 2020.



IMTKU Emotional Dialogue 
System Architecture

25

Retrieval-Based 
Model

Generation-
Based Model

Emotion 
Classification

Model

Response
Ranking

NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan

431

2



Short Text Conversation Task 
(STC-3)

Chinese Emotional Conversation 
Generation (CECG) Subtask

26Source: http://coai.cs.tsinghua.edu.cn/hml/challenge.html

http://coai.cs.tsinghua.edu.cn/hml/challenge.html


NTCIR Short Text Conversation
STC-1, STC-2, STC-3

27Source: https://waseda.app.box.com/v/STC3atNTCIR-14

https://waseda.app.box.com/v/STC3atNTCIR-14


AI Humanoid 
Robo-Advisor
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AI Humanoid Robo-Advisor
for Multi-channel Conversational Commerce

29

AI Portfolio
Asset Allocation

AI Conversation
Dialog System

Multichannel
Platforms

Web
LINE

Facebook
Humanoid 

Robot



System Architecture of 
AI Humanoid Robo-Advisor

30

AI Humanoid 
Robo-advisor 



Conversational Model 
(LINE, FB Messenger)
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Conversational Robo-Advisor
Multichannel UI/UX 

Robots

32

ALPHA 2 ZENBO



FinTech
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Financial Technology
FinTech

“providing 
financial services 
by making use of 

software and 
modern technology”

34Source: https://www.fintechweekly.com/fintech-definition



Financial 
Services
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Financial Services

36Source: http://www.crackitt.com/7-reasons-why-your-fintech-startup-needs-visual-marketing/



FinTech: Financial Services Innovation

37Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf



FinTech: 
Financial Services Innovation

1. Payments
2. Insurance

3. Deposits & Lending
4. Capital Raising

5. Investment Management
6. Market Provisioning

38Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf



FinTech: Investment Management

39Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf

5



FinTech: Market Provisioning

40Source: http://www3.weforum.org/docs/WEF_The_future__of_financial_services.pdf

6



The New Alpha: 30+ Startups Providing 
Alternative Data For Sophisticated Investors

41Source: https://www.cbinsights.com/blog/alternative-data-startups-market-map-company-list/



AI in
FinTech
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AI, Big Data, Cloud Computing
Evolution of Decision Support, 

Business Intelligence, and Analytics

43

 Chapter 1  • An Overview of Business Intelligence, Analytics, and Data Science  39

Evolution of Computerized Decision Support  
to Analytics/Data Science

The timeline in Figure 1.8 shows the terminology used to describe analytics since the 
1970s. During the 1970s, the primary focus of information systems support for decision 
making focused on providing structured, periodic reports that a manager could use for 
decision making (or ignore them). Businesses began to create routine reports to inform 
decision makers (managers) about what had happened in the previous period (e.g., day, 
week, month, quarter). Although it was useful to know what had happened in the past, 
managers needed more than this: They needed a variety of reports at different levels 
of granularity to better understand and address changing needs and challenges of the 
business. These were usually called management information systems (MIS). In the early 
1970s, Scott-Morton first articulated the major concepts of DSS. He defined DSSs as “inter-
active computer-based systems, which help decision makers utilize data and models to 
solve unstructured problems” (Gorry and Scott-Morton, 1971). The following is another 
classic DSS definition, provided by Keen and Scott-Morton (1978):

Decision support systems couple the intellectual resources of individuals with the capabilities 
of the computer to improve the quality of decisions. It is a computer-based support system 
for management decision makers who deal with semistructured problems.

Note that the term decision support system, like management information system 
and several other terms in the field of IT, is a content-free expression (i.e., it means dif-
ferent things to different people). Therefore, there is no universally accepted definition 
of DSS.

During the early days of analytics, data was often obtained from the domain experts 
using manual processes (i.e., interviews and surveys) to build mathematical or knowledge-
based models to solve constrained optimization problems. The idea was to do the best 
with limited resources. Such decision support models were typically called operations 
research (OR). The problems that were too complex to solve optimally (using linear or 
nonlinear mathematical programming techniques) were tackled using heuristic methods 
such as simulation models. (We will introduce these as prescriptive analytics later in this 
chapter and in a bit more detail in Chapter 6.)

In the late 1970s and early 1980s, in addition to the mature OR models that were 
being used in many industries and government systems, a new and exciting line of mod-
els had emerged: rule-based expert systems. These systems promised to capture experts’ 
knowledge in a format that computers could process (via a collection of if–then–else rules 
or heuristics) so that these could be used for consultation much the same way that one 

1.3 

1970s 1980s 1990s 2000s 2010s

Routine Reporting

AI/Expert Systems

Decision Support Systems

Relational DBM
S

On-Demand Static Reporting

Enterprise Resource Planning

Data W
arehousing

Dashboards & Scorecards

Executive Information Systems

Cloud Computing, SaaS

Data/Text M
ining

Business Intelligence

Big Data Analytics

In-M
emory, In-Database

Social Network/M
edia Analytics

Decision Support Systems Enterprise/Executive IS Business Intelligence Analytics Big Data ...

FIGURE 1.8 Evolution of  Decision Support, Business Intelligence, and Analytics.

M01_SHAR0543_04_GE_C01.indd   39 17/07/17   2:09 PM

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017), 
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson

AI Cloud Computing Big Data

DM BI

AI



Robo-Advisors
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FinTech high-level classification

45

Lending Payments AnalyticsRobo
Advisors Others

Profile Advice Re-Balance Indexing

Source: Paolo Sironi (2016), “FinTech Innovation: From Robo-Advisors to Goal Based Investing and Gamification”, Wiley.



Wealthfront
Financial Planning & Robo-Investing for Millennials

46https://www.wealthfront.com/

https://www.wealthfront.com/


Betterment
Online Financial Advisor

47https://www.betterment.com/

https://www.betterment.com/


Financial Advisor FinTech Solutions

48Source: https://www.kitces.com/fintechmap

https://www.kitces.com/fintechmap


From Algorithmic Trading 
to Personal Finance Bots: 

41 Startups Bringing 

AI to Fintech
49Source: https://www.cbinsights.com/blog/artificial-intelligence-fintech-market-map-company-list/



From Algorithmic Trading To Personal Finance Bots: 
41 Startups Bringing AI To Fintech

50Source: https://www.cbinsights.com/blog/artificial-intelligence-fintech-market-map-company-list/

AI in Fintech



51Source: https://www.cbinsights.com/blog/artificial-intelligence-fintech-market-map-company-list/

Artificial Intelligence (AI) in Fintech



52Source: https://www.cbinsights.com/blog/artificial-intelligence-fintech-market-map-company-list/

Artificial Intelligence (AI) in Fintech



Conversational 
Commerce
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Chatbot
Dialogue System
Intelligent Agent
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Chatbots: Evolution of UI/UX 

55Source: https://bbvaopen4u.com/en/actualidad/want-know-how-build-conversational-chatbot-here-are-some-tools



From 
E-Commerce 

to 
Conversational Commerce: 

Chatbots 
and 

Virtual Assistants
56Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/



Conversational Commerce: 
eBay AI Chatbots

57Source: https://www.forbes.com/sites/rachelarthur/2017/07/19/conversational-commerce-ebay-ai-chatbot/



Hotel Chatbot

58Source: https://sdtimes.com/amazon/guest-view-capitalize-amazon-lex-available-general-public/

Intent 
Detection

Slot Filling



59Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/

H&M’s Chatbot on Kik



60Source: http://www.guided-selling.org/from-e-commerce-to-conversational-commerce/

Uber’s Chatbot on Facebook’s Messenger

Uber’s chatbot on Facebook’s messenger 
- one main benefit: it loads much faster than the Uber app



Chatbot

61Source: https://www.mdsdecoded.com/blog/the-rise-of-chatbots/



Dialogue System

62
Source: Serban, I. V., Lowe, R., Charlin, L., & Pineau, J. (2015). A survey of available corpora for building data-driven dialogue systems. arXiv
preprint arXiv:1512.05742.



Overall Architecture of 
Intelligent Chatbot

63Source: Borah, Bhriguraj, Dhrubajyoti Pathak, Priyankoo Sarmah, Bidisha Som, and Sukumar Nandi. "Survey of Textbased Chatbot in Perspective of Recent Technologies." 
In International Conference on Computational Intelligence, Communications, and Business Analytics, pp. 84-96. Springer, Singapore, 2018.



Can 
machines 

think?
(Alan Turing ,1950)

64
Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 

PhD diss., University of Pennsylvania, 2017.



Chatbot
“online human-computer

dialog system
with 

natural language.”
65

Source: Cahn, Jack. "CHATBOT: Architecture, Design, & Development." 
PhD diss., University of Pennsylvania, 2017.



Chatbot Conversation Framework

66Source: https://chatbotslife.com/ultimate-guide-to-leveraging-nlp-machine-learning-for-you-chatbot-531ff2dd870c



Chatbots
Bot Maturity Model

67Source: https://www.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/

Customers want to have simpler means to interact with businesses and 
get faster response to a question or complaint.



Task-Oriented 
Dialogue 
System

68



Dialogue Subtasks

69

Dialogue 
Generation

Task-Oriented 
Dialogue 
Systems

Source: https://paperswithcode.com/area/natural-language-processing/dialogue

Short-Text 
Conversation

https://paperswithcode.com/area/natural-language-processing/dialogue


70
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). 

"Survey on evaluation methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.

Task-Oriented Dialogue System
(Deriu et al., 2021)



71
Source: Zhang, Zheng, Ryuichi Takanobu, Qi Zhu, Minlie Huang, and Xiaoyan Zhu (2020). 

"Recent advances and challenges in task-oriented dialog systems." Science China Technological Sciences (2020): 1-17.

Task-Oriented Dialogue Systems
(Zhang et al., 2020)



Dialog State Tracker (DST)

72
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). 

"Survey on evaluation methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Dialogue Acts 
(Young et al., 2010)

73
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). 

"Survey on evaluation methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Sample Dialogue Acts

74
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). 

"Survey on evaluation methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Transformer (Attention is All You Need) 
(Vaswani et al., 2017)

75
Source: Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz Kaiser, and Illia Polosukhin. 

"Attention is all you need." In Advances in neural information processing systems, pp. 5998-6008. 2017.



BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding

76
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

BERT (Bidirectional Encoder Representations from Transformers)

Overall pre-training and fine-tuning procedures 
for BERT



BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding

77
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

BERT (Bidirectional Encoder Representations from Transformers)

BERT input representation



BERT, OpenAI GPT, ELMo

78
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.



79
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Different Tasks



80
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on 
Question Answering (QA)



81
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)



82
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Dialogue
Slot Filling (SF)



Pre-trained Language Model (PLM)

83Source: https://github.com/thunlp/PLMpapers

https://github.com/thunlp/PLMpapers


• Transformers
– pytorch-transformers 
– pytorch-pretrained-bert

• provides state-of-the-art general-purpose architectures 
– (BERT, GPT-2, RoBERTa, XLM, DistilBert, XLNet, CTRL...) 
– for Natural Language Understanding (NLU) and 

Natural Language Generation (NLG) 
with over 32+ pretrained models 
in 100+ languages 
and deep interoperability between 
TensorFlow 2.0 and 
PyTorch.
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Transformers
State-of-the-art Natural Language Processing 

for TensorFlow 2.0 and PyTorch

Source: https://github.com/huggingface/transformers

https://github.com/huggingface/transformers


Dialogue 
on

Airline Travel 
Information System 

(ATIS)  
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The ATIS 
(Airline Travel Information System) 

Dataset

86Source: Haihong, E., Peiqing Niu, Zhongfu Chen, and Meina Song. "A novel bi-directional interrelated model for joint intent detection and slot filling." In Proceedings of the 57th 
Annual Meeting of the Association for Computational Linguistics, pp. 5467-5471. 2019.

Training samples: 4978
Testing samples:  893
Vocab size:  943
Slot count:  129
Intent count:   26

https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk

https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk


SF-ID Network (E et al., 2019)

Slot Filling (SF) 
Intent Detection (ID)

87Source: Haihong, E., Peiqing Niu, Zhongfu Chen, and Meina Song. "A novel bi-directional interrelated model for joint intent detection and slot filling." In Proceedings of the 57th 
Annual Meeting of the Association for Computational Linguistics, pp. 5467-5471. 2019.

A Novel Bi-directional Interrelated Model for Joint Intent Detection and Slot Filling



PARAdigm for DIalog System Evaluation
PARADISE Framework (Walker et al. 1997)

88
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). 

"Survey on evaluation methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Interaction Quality procedure 
(Schmitt and Ultes, 2015)

89
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). 

"Survey on evaluation methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Datasets for 
task-oriented dialogue systems

90
Source: Deriu, Jan, Alvaro Rodrigo, Arantxa Otegi, Guillermo Echegoyen, Sophie Rosset, Eneko Agirre, and Mark Cieliebak (2021). 

"Survey on evaluation methods for dialogue systems." Artificial Intelligence Review 54, no. 1 (2021): 755-810.



Restaurants Dialogue Datasets

• MIT Restaurant Corpus
– https://groups.csail.mit.edu/sls/downloads/restaurant/

• CamRest676 
(Cambridge restaurant dialogue domain 
dataset)
– https://www.repository.cam.ac.uk/handle/1810/260970

• DSTC2 (Dialog State Tracking Challenge 2 & 3)
– http://camdial.org/~mh521/dstc/
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https://groups.csail.mit.edu/sls/downloads/restaurant/
https://www.repository.cam.ac.uk/handle/1810/260970
http://camdial.org/~mh521/dstc/


CrossWOZ: 
A Large-Scale Chinese Cross-Domain 

Task-Oriented Dialogue Dataset

92
Source: Zhu, Qi, Kaili Huang, Zheng Zhang, Xiaoyan Zhu, and Minlie Huang. "Crosswoz: A large-scale 

chinese cross-domain task-oriented dialogue dataset." arXiv preprint arXiv:2002.11893 (2020).
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Source: Zhu, Qi, Kaili Huang, Zheng Zhang, Xiaoyan Zhu, and Minlie Huang. "Crosswoz: A large-scale 

chinese cross-domain task-oriented dialogue dataset." arXiv preprint arXiv:2002.11893 (2020).

CrossWOZ: 
A Large-Scale Chinese Cross-Domain 

Task-Oriented Dialogue Dataset



94
Source: Zhu, Qi, Kaili Huang, Zheng Zhang, Xiaoyan Zhu, and Minlie Huang. "Crosswoz: A large-scale 

chinese cross-domain task-oriented dialogue dataset." arXiv preprint arXiv:2002.11893 (2020).

Task-Oriented Dialogue



任務型對話系統
The Evaluation of Chinese Human-Computer 

Dialogue Technology, SMP2019-ECDT

• 自然語言理解
Natural Language Understanding (NLU)

• 對話管理
Dialog Management (DM)

• 自然語言生成
Natural Language Generation (NLG)

95
Source: http://conference.cipsc.org.cn/smp2019/evaluation.html

https://github.com/OnionWang/SMP2019-ECDT-NLU

http://conference.cipsc.org.cn/smp2019/evaluation.html
https://github.com/OnionWang/SMP2019-ECDT-NLU
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

Question Answering and 
Dialogue Systems

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101
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Python in Google Colab (Python101)
https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT

https://tinyurl.com/aintpupython101

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTunjMqf2RkCrT
https://tinyurl.com/aintpupython101


Summary
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• Artificial Intelligence
• FinTech
• Conversational Commerce 
• Task Oriented Dialogue System 
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