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1. Generative Al
2. ChatGPT and Large Language Models (LLMs)
3. Popular Generative Al and Applications

4. Generative Al for Corporate ESG and Sustainable
Development
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Generative Al
(Gen Al)

Al Generated Content

(AIGC)




Generative Al (Gen Al)

Al Generated Content (AIGC)
Image Generation

Instruction 1: Instruction 2:

An astronaut riding a Teddy bears working on
horse in a photorealistic new Al research on the
style. moon in the 1980s.

| |

[ @ 0openAI DALLE2




Generative Al (Gen Al)
Al Generated Content (AIGC)

Unimodal
( Data J
i Pre-train .
\/ \ Once upon a time,
Please write a Prompt . Decode there was a cat
Jessy....
Multimodal
D.escribe this ( Instruction I, [ Data J Result R, ] This is a cat.
v picture. %o I
% i Pre-train -
Draw a picture . . Prompt _ ,[
of a cat. (Unstruction I, } Generative Al Models Ll
|\
Q@&Q 4

write a song ( Instruction I, Result R, ) '|II||'|'

about a cat.




The history of Generative Al

Unimodal- CV & NLP

in CV, NLP and VL

CV cv
LE BiGAN
VAE RevNet
Flow ENNG NLP
I I
ELMO
NLP NLP I NLP I =
N-Gram LSTM/GRU | Transformer : GPT-2
| | : i |
| | I
ot+o—o0—b—1F00—90 |
2014I 2016 | 2018
I I |
I I |
Show-Tell ) StyleNet CAVP
StackGAN DMGAN
VL VQ-VAE
VL
VL

Multimodal - Vision Language

Cv

StyleGAN
BigBiGAN

Visual BERT
VILBERT
UNITER

VL

CvV
DDPM
ViT
NLP MoCo
GPT-3 NLP
OPT |
BART I Sparrow
I [
I I I
I
I
I
DALL-E
BLIP2
DALL-E 2
VL
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Categories of Vision Generative Models

Real Data N
Space AN Real
Discriminator
D(x) NEqk
Generator 2| A s
Z > G(2) P X
(1) Generative adversarial networks
Flow Inverse
X > Z —> _ o
f(x) (2

(3) Normalizing flows

o Encoder = Decoder
qq (z|x) pe(x|2)

(2) Variational autoencoders

Forward: q(x;|x;-1)

"
> > > B> > >
Xo X1 © X1 X z
oo ¢ <o & < &
S

Reverse: p(x¢—1|x¢)

(4) Diffusion models
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The General Structure of
Generative Vision Language

-----------------

Encoder-
Decoder

— [ Encoder J—’ :_

> ‘ VL Pre-trained
To-text 3 Encoders

“Generate a [ VL Pre-trained

To-image cartoon cat.” Encoders

Representation

Representation

 —

Representation

—_—

—|

— [ Decoder ] —

Transformer
Decoders

Vision Decoders
(GANS, Diffusions)

J_,

Output

[0\,
$

J — “This 1s a cat.”

P
33
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Two Types of Vision Language Encoders:
Concatenated Encoders and Cross-alighed Encoders

Objective 1 e ObjeCtiVC 2  umses Cross
T T Output Text Output Image Output

r f t f 1 1 1 P

Transformer Self-Attention Encoder Cross-Modal Cross-Modal
Transformer Transformer
[CLS] This 1S a [MASK] . [SEP] [IMG]
T t Text Encoder Image Encoder
s g 5 Feature
This is a cat. ﬂ—‘[ Ertacior ] T T
“This is a cat.”

(a) Concatenated Encoder (b) Cross-aligned Encoder
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Two Types of to-language Decoder Models:
Jointly-trained Models and Frozen Models

Prompt

“This 1s a cat with “What is this?” — Embedd"’]g —_— LLMs

black background.”
Pre-train T

“This is a cat.” — Embedding

— Pre- tramed ‘_, Decoder & : [ Image Encoder This is a cat with §
Encoder | : black background.

(a) Jointly-trained Models (b) Frozen Models
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ChatGPT

Large Language Models
(LLMs)
Foundation Models



4 Parameters

. Al lab/group

Available

O Closed

* ' Chinchilla scale

Beeswarm/bubble plot, sizes linear to scale. Se

Large Language Models (LLM)
(GPT-3, ChatGPT, PaLM, BLOOM, OPT-175B, LLaMA)

PalLM
PaLM-Coder OPT-175B
Minerva BB3 20B*

@ Med-PaLM OPT-IML

ChatGPT Flan-PaLM 1758 .
U-PaLM LLaMA

1758 Flan-U-PaLM 65B*

_ Med-PaLM 2
6B 5408
< YaLM
138 @ 1008

528 Chinchilla) Flamingo IR

RL-CAI 70B*
Claude (o)

6.98
-

9.4B 20B
*

lected highlights only. *Chinchilla scale means T:P ratio >15:1. https://lifearchitect.ai/chinchil

" Luminous
el < GLM-130B
NLLB
54.5B

ChatGLM-6B

GPT-4

Undisclosed

6.78*
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The Transformers Timeline

ULMFit

Transformer

GPT

BERT RoBERTa XLM-R DeBERTa GPT-Neo

GPT-2

DistrilBERT

GPT-3

T5

PaLM

GPT-J [

BLOOM Alpaca

OPT-175B

ChatGPT

Llam
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2019
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2021

2022

2023
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Transformer Models
Transformer

Encoder Decoder

|

DistilBERT TS5
|

BART
|

M2M-100
I

ALBERT BigBird GPT-Neo

|
ELECTRA mTO

21 ANE

BLOOMZ

DeBERTa ChatGPT

17



Large Language Models (LLMs) (larger than 10B)

”~ 3 .
U T5 s GShard Publicly Available
’ 0o
— 2019 — 2020 /\ B s mTS5S '%1:% PanGu-o w Ernie 3.0
GPT3 @ / ™~ 14 Z #7 PLUG QE; Jurassic-1
Codex @— >-8 - . 3AAl CPM-2
”~
| TO 0 9-10 < {9 LaMDA
. —_— inspur Yuan 1.0
Anthropic ’A\ | HyperCLOVA ['Ass® \ @ AlphaCode
WebGPT@ g 12
oo \ @ Chinchilla N
Ernie 3.0 Titan ® 0 InstructGPT 2022 (‘) Pythia
| 7 @ Sparrow - —
Gopher@ CodeGen O 1-3 < UL2 P \LM-svsJ Vicuna
m 7= PaLM {9 Flan-T5
MT-NLG a J V2 PanGu-x
GLaM a O oPT 09 J — "

0
A\ YaLM Flan-PaLM o~
GPT-NeoX-20B (D) / 0 — (5 Bard

_ Luminous 00
BLOOM O GLM ._;;.;;. Tk-Instruct Ai2 \ / ’\( @ ERNIE Bot

mT0 0 . o
AlexaTM %:/7 Cohere < / 00 LLaMA
BLOOMZ O 11 12— I
WeLM . 2023 —— |4 —>
Galatica (X) |

OPT-IML (X ChatGPT @ GPT-4 @
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Large Language Models (LLMs) (larger than 10B)

Model Release Size Base Adaptation Pre-train Latest Data Hardware Training Evaluation
Time (B) Model IT RLHF Data Scale Timestamp (GPUs/TPUs) Time ICL CoT
T5 [72] Oct-2019 11 - - - 1T tokens  Apr-2019 1024 TPU v3 - v -
mT5 [73] Oct-2020 13 - - - 1T tokens - - - v -
PanGu-a [74] Apr-2021 13* - - - 1.1TB - 2048 Ascend 910 - v -
CPM-2 [75] Jun-2021 198 - - - 2.6TB - - - - -
TO [28] Oct-2021 11 T5 v - - - 512 TPU v3 27 h v -
CodeGen [76] Mar-2022 16 - - - 577B tokens - - - v -
GPT-NeoX-20B [77] Apr-2022 20 - - - 825GB - 96 40G A100 - v -
Tk-Instruct [78] Apr-2022 11 T5 v - - - 256 TPU v3 4h v -
UL2 [79] May-2022 20 - - - 1T tokens  Apr-2019 512 TPU v4 - v v
OPT [80] May-2022 175 - - - 180B tokens - 992 80G A100 - v -
Publicly NLLB [81] Jul-2022 545 - - - - - - - v -
Available GLM [82] Oct-2022 130 - - - 400B tokens - 768 40G A100 60 d v -
Flan-T5 [83] Oct-2022 11 T5 v - - - - - v v
BLOOM |[68] Nov-2022 176 - - - 366B tokens - 384 80G A100 105d Vv -
mTO0 [84] Nov-2022 13 mT5 Vv - - - - - v -
Galactica [35] Nov-2022 120 - - - 106B tokens - - - v v
BLOOMZ [84] Nov-2022 176 BLOOM Vv - - - - - v -
OPT-IML [85] Dec-2022 175 OPT Vv - - - 128 40G A100 - v v
LLaMA [57] Feb-2023 65 - - - 1.4T tokens - 2048 80G A100 21d v -
Pythia [86] Apr-2023 12 - - - 300B tokens - 256 40G A100 - v -
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Large Language Models (LLMs) (larger than 10B)

Model Release Size Base Adaptation Pre-train Latest Data Hardware Training Evaluation
Time (B) Model IT RLHF Data Scale Timestamp (GPUs/TPUs) Time ICL CoT
GPT-3 [55] May-2020 175 - - . 300B tokens - - - v -
GShard [87] Jun-2020 600 - - - 1T tokens - 2048 TPU v3 4d - -
Codex [88] Jul-2021 12 GPT3 - . 100B tokens May-2020 - - v -
ERNIE 3.0 [89] Jul-2021 10 - - - 375B tokens - 384 V100 - v -
Jurassic-1 [90] Aug-2021 178 - - - 300B tokens - 800 GPU - v -
HyperCLOVA [91] Sep-2021 82 - - - 300B tokens - 1024 A100 134d V -
FLAN [62] Sep-2021 137 LaMDA V - - - 128 TPU v3 60 h v -
Yuan 1.0 [92] Oct-2021 245 - : 3 180B tokens - 2128 GPU - v -
Anthropic [93] Dec-2021 52 - - - 400B tokens - - - v -
WebGPT [71] Dec-2021 175 GPT-3 - v - - - - v -
Gopher [59] Dec-2021 280 - - : 300B tokens - 4096 TPU v3 920 h v E
ERNIE 3.0 Titan [94] Dec-2021 260 - : . 300B tokens - 2048 V100 28d v -
GLaM [95] Dec-2021 1200 - - - 280B tokens - 1024 TPU v4 574h Vv -
Closed LaMDA [96] Jan-2022 137 - - . 2.81T tokens - 1024 TPU v3 57.7d - -
Source MT-NLG [97] Jan-2022 530 - - - 270B tokens - 4480 80G A100 - v -
AlphaCode [98] Feb-2022 41 - - . 967B tokens  Jul-2021 - - - -
InstructGPT [61] Mar-2022 175 GPT-3 Vv v - - - - v -
Chinchilla [34] Mar-2022 70 - : . 1.4T tokens - - - v -
PalLM [56] Apr-2022 540 - - - 780B tokens - 6144 TPU v4 - v v
AlexaTM [99] Aug-2022 20 - - - 1.3T tokens - 128 A100 120d Vv v
Sparrow [100] Sep-2022 70 - . v - - 64 TPU v3 - v -
WelLM [101] Sep-2022 10 - - - 300B tokens - 128 A100 40G 24d v -
U-PalLM [102] Oct-2022 540 PalM - - - - 512 TPU v4 5d v v
Flan-PalLM [83] Oct-2022 540 PalM Vv - - - 512 TPU v4 37 h v v
Flan-U-PalLM [83] Oct-2022 540 U-PaLM Vv . - - - - v v
GPT-4 [46] Mar-2023 - - v v - - - - v v
PanGu-X [103] Mar-2023 1085 PanGu-a - . 329B tokens - 512 Ascend 910 100d VvV -
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Statistics of Commonly-used Data Sources for LLMs

Corpora Size Source Latest Update Time
BookCorpus [109] 5GB Books Dec-2015
Gutenberg [110] - Books Dec-2021
C4 [72] 800GB CommonCrawl Apr-2019
CC-Stories-R [111] 31GB CommonCrawl Sep-2019
CC-NEWS [27] 78GB  CommonCrawl Feb-2019
REALNEWSs [112] 120GB CommonCrawl Apr-2019
OpenWebText [113] 38GB  Reddit links Mar-2023
Pushift.io [114] - Reddit links Mar-2023
Wikipedia [115] - Wikipedia Mar-2023
BigQuery [116] - Codes Mar-2023
the Pile [117] 800GB Other Dec-2020

ROOTS [118] 1.6TB Other Jun-2022




T5 (11B)

100%

GLaM (1200B)

22%
48%
30%

Ratios of various data sources in the

pre-training data for existing LLMs

mTS5 (13B)

100%

PaLM (540B)
5%
44N 31%

50%

Webpages

LLaMA (65B)

3%
2% 5%
5%

87%

LaMDA (137B)

13%
38%

50%

Conversation Data

GPT-3 (175B)

16%

84%

Galactica (120B)
8%
7%

86%

Books & News

MT-NLG (530B) Gopher (280B)
&’ 3%
26% 4% 37%
o 62% 60%
GPT-NeoX (20B) CodeGen (16B)
8% 0
30% 2l
39% 6%
38% =
10% 0
15% 25%
Scientific Data Code

Chinchilla (70B)
4%

0
40% 56%

AlphaCode (41B)

100%
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Typical Data Preprocessing Pipeline for
Pre-training Large Language Models (LLMs)

Raw Corpus Quality Filtering
* Language Filtering
a» * Metric Filterin
i@ l! g
b « Statistic Filtering

+ Keyword Filtering
oy SRS, S NS S :
E Alice is writing a paper about

} LLMs. #54& Alice is writing
E a paper about LLMs.

----------------------------

De-duplication

+ Sentence-level
* Document-level

o Set-level

i Alice is writing a paper about

E LLMs. Attee-s-writing-a-paper E

Privacy Reduction

o Detect Personality
Identifiable
Information (PII)

* Remove PII

' Replace ("Alice') is

' writing a paper about LLMs. E

Tokenization

+ Reuse Existing
Tokenizer

+ SentencePiece

* Byte-level BPE

E Encode ('[Somebody] is
 writing a paper about LLMs. ")

Ready to
pre-train!
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Generative Al

Text, Image, Video, Audio
Applications



Popular Generative Al

* OpenAl ChatGPT (GPT-3.5, GPT-4)
* OpenAl DALL-E 3
* Perplexity.ai
* Chat.LMSys.org
e Llama 2, Mistral, Zephyr, Vicuna, MPT, Falcon
* ChatPDF
 Stable Diffusion
* Video: D-ID, Synthesia
* Audio: Speechify



OpenAl ChatGPT (GPT-4, GPT-3.5)

@ ChatGPT4 -

< GPT-4 o

With DALL-E, browsing and analysis

Limit 40 messages / 3 hours @

4 GPT-35
Great for everyday tasks 'can I help you tOdaY?
&J Plugins
Suggest fun activities Help me pick
for a family of 4 to do indoors on a rainy day a birthday gift for my mom who likes gardening
Design a database schema Give me ideas
for an online merch store for what to do with my kids' art

@ Message ChatGPT...

ChatGPT can make mistakes. Consider checking important information.

https://chat.openai.com/



https://chat.openai.com/

OpenAl ChatGPT (GPT-4) DALL-E 3

Vector graphic of a
flowchart depicting the
integration of

generative Al in the
education process,

from content creation to
virtual experiments,
personalized learning, and
innovative learning.

https://chat.openai.com/
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https://chat.openai.com/

Perplexity.ai

R perplexity
Large Language Models for Data Science

New Thread ® K
Q Home ‘S Sources
- What Is a Large Language What are Large Language Catch Up On Large ® = X

© Discover Model and What Can.. Models? | NVIDIA Language Models | by.. ’

) Lib © snowflake - 1 & nvidia - 2 @ towardsdatascien.. -+ 3 View 3 more

| ibrary

+a) el = Answer
Large Language Models (LLMs) are advanced Al systems designed to understand human

Sian U g guag VA g
ign o . , . .
gn Up language intricacies and generate intelligent, creative responses to queries '.They are deep

learning algorithms that can recognize, summarize, translate, predict, and generate content
using very large datasets ?.LLMs are trained on enormous data sets typically measured in
petabytes, sourced from books, articles, websites, and other text-based sources . They are
dynamic tools that are continuously updated and refined as new data becomes available .

Try Pro In the field of data science, LLMs can potentially transform how teams source, manage, and

Upgrade to Claude-2 or analyze data '.They are used in numerous data science applications, and their ability to

GPdT'4’Ib°33t COpf'_'lot uses, process and interpret vast amounts of text data has made them an indispensable part of

anda uplioada more Tlies. B . - S .

P -
2 Learn More .
® Ask follow-up.. Copilot
B Download X @ social media posts or customer reviews, to determine whether the overall sentiment is

https://www.perplexity.ai/

ii Anonymous < Like
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Chat with Open Large Language Models:

https://chat.Imsys.org/

* Llama 2: open foundation and fine-tuned chat models by Meta

e Mistral: a large language model by Mistral Al team

* WizardLM: an instruction-following LLM using evol-instruct by Microsoft

e Zephyr: a chatbot fine-tuned from Mistral by Hugging Face

e Code Llama: open foundation models for code by Meta

e ChatGLM: an open bilingual dialogue language model by Tsinghua University

 Qwen: a large language model by Alibaba Cloud

* Vicuna: a chat assistant fine-tuned on user-shared conversations by LMSYS

e Falcon: TllI’s flagship series of large language models

29


https://ai.meta.com/llama/
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
https://github.com/nlpxucan/WizardLM
https://huggingface.co/HuggingFaceH4/zephyr-7b-alpha
https://ai.meta.com/blog/code-llama-large-language-model-coding/
https://chatglm.cn/blog
https://huggingface.co/Qwen/Qwen-14B-Chat
https://lmsys.org/blog/2023-03-30-vicuna/
https://huggingface.co/tiiuae/falcon-180B
https://chat.lmsys.org/

Chat with Open Large Language Models

chat.Imsys.org

* Chatbot Arena X : Benchmarking LLMs in the Wild

GPT-3.5: GPT-3.5 by OpenAl

GPT-4: ChatGPT-4 by OpenAl

Vicuna: a chat assistant fine-tuned
on user-shared conversations by
LMSYS

OpenChat 3.5: OpenChat 3.5 is a
versatile, open-source language
model fine-tuned using C-RLFT

Qwen: a large language model by
Alibaba Cloud

PaLM 2 Chat: PaLM 2 for Chat
(chat-bison@001) by Google

GPT-3.5-Turbo-1106: GPT-3.5-Turbo-1106
by OpenAl

Claude: Claude 2 by Anthropic

Llama 2: open foundation and fine-tuned
chat models by Meta

Mistral: a large language model by Mistral
Al team

Code Llama: open foundation models for
code by Meta

Falcon: Tll’s flagship series of large
language models

https://chat.Imsys.org/

GPT-4-Turbo: GPT-4-Turbo by
OpenAl

Claude Instant: Claude Instant by
Anthropic

ChatGLM: an open bilingual
dialogue language model by
Tsinghua University

Zephyr: a chatbot fine-tuned from
Mistral by Hugging Face

WizardLM: an instruction-following
LLM using evol-instruct by
Microsoft

30


https://chat.lmsys.org/
https://chat.lmsys.org/
https://openai.com/blog/chatgpt
https://platform.openai.com/docs/models/gpt-3-5
https://platform.openai.com/docs/models/gpt-4-and-gpt-4-turbo
https://openai.com/research/gpt-4
https://www.anthropic.com/index/claude-2
https://www.anthropic.com/index/introducing-claude
https://lmsys.org/blog/2023-03-30-vicuna/
https://ai.meta.com/llama/
https://chatglm.cn/blog
https://github.com/imoneoi/openchat
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
https://huggingface.co/HuggingFaceH4/zephyr-7b-alpha
https://huggingface.co/Qwen/Qwen-14B-Chat
https://ai.meta.com/blog/code-llama-large-language-model-coding/
https://github.com/nlpxucan/WizardLM
https://cloud.google.com/vertex-ai/docs/release-notes
https://huggingface.co/tiiuae/falcon-180B

Chat
with
Open
Large
Language
Models:
Chatbot
Arena

Large Language Models for Data Science

Llama 2-70b-chat

llama-2-70b-chat

) Model A

Large Language Models for Data Science

Large language models have gained significant
attention in recent years for their ability to process
and analyze natural language data. These models
have been successfully applied in various fields such
as natural language processing, text classification,
sentiment analysis, and machine translation. In data
science, large language models can be used for a
variety of tasks, including data cleaning, data

transformation, and data analysis.

In this article, we will explore the use of large
language models for data science tasks and discuss
their advantages and limitations. We will also provide
examples of large language models that can be used
for data science applications.

Advantages of Large Language Models for Data

https://chat.Imsys.org/

Mistral-7b-instruct

mistral-7b-instruct v

) Model B

Large Language Models for Data Science

Large Language Models (LLMs) are becoming
increasingly important in data science due to their
ability to understand and generate natural language
text. Here are some of the key ways that LLMs can be
used in data science:

1. Text classification: LLMs can be trained on large
datasets of labeled text and then used to classify
new text into different categories. This can be
useful in a variety of applications, such as
sentiment analysis, spam filtering, and topic
classification.

2. Named entity recognition: LLMs can also be used
to identify and extract specific pieces of
information from text, such as names of people,
organizations, and locations. This can be useful

in applications such as information extraction
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https://chat.lmsys.org/

Chatbot Arena Leaderboard

LLM Leaderboard

Model »< Arena Elo rating ~ MT-bench (score) | MMLU License
GPT-4-Turbo 1210 9.32 Proprietary

GPT-4 1159 8.99 86.4 Proprietary
Claude-1 1146 7.9 77 Proprietary
Claude-2 1125 8.06 78.5 Proprietary
Claude-instant-1 1106 7.85 73.4 Proprietary
GPT-3.5-turbo 1103 7.94 70 Proprietary
WizardLM-70b-v1.0 1093 7.71 63.7 Llama 2 Community
Vicuna-33B 1090 7.12 59.2 Non-commercial
OpenChat-3.5 1070 7.81 64.3 Apache-2.0
Llama-2-70b-chat 1065 6.86 63 Llama 2 Community
WizardLM-13b-v1.2 1047 7.2 52.7 Llama 2 Community
zephyr-7b-beta 1042 7.34 61.4 MIT

MPT-30B-chat 1031 6.39 50.4 CC-BY-NC-SA-4.0
Vicuna-13B 1031 6.57 55.8 Llama 2 Community
QWen-Chat-14B 1030 6.96 66.5 Qianwen LICENSE

https://chat.Imsys.org/
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https://openai.com/blog/new-models-and-developer-products-announced-at-devday
https://openai.com/research/gpt-4
https://www.anthropic.com/index/introducing-claude
https://www.anthropic.com/index/claude-2
https://www.anthropic.com/index/introducing-claude
https://openai.com/blog/chatgpt
https://huggingface.co/WizardLM/WizardLM-70B-V1.0
https://huggingface.co/lmsys/vicuna-33b-v1.3
https://huggingface.co/openchat/openchat_3.5
https://huggingface.co/meta-llama/Llama-2-70b-chat-hf
https://huggingface.co/WizardLM/WizardLM-13B-V1.2
https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
https://huggingface.co/mosaicml/mpt-30b-chat
https://huggingface.co/lmsys/vicuna-13b-v1.5
https://huggingface.co/Qwen/Qwen-14B-Chat
https://chat.lmsys.org/

Stanford Alpaca:
A Strong, Replicable Instruction-Following Model

N
@ Meta

LLaMA 7B
Text-davinci-003

5 Supervised
7 52K Finetuning Alpaca 7B
175 Self- Modified Self-instruct Instruction-following
Instruct Instruction Generation examples
seed tasks
Example seed task Example Generated task
Instruction: Brainstorm a list of Instruction: Brainstorm creative
possible New Year's resolutions. ideas for designing a conference ta l l O r
Output: Foom;
- Lose weight Output: A aC a
- Exercise more ... incorporating flexible
- Eat healthier components, such as moveable
walls and furniture ...

https://crfm.stanford.edu/2023/03/13/alpaca.html 33
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Vicuna: An Open-Source Chatbot
Impressing GPT-4 with 90%* ChatGPT Quality

by the Team with members from UC Berkeley, CMU, Stanford, and UC San Diego
* Vicuna-13B: an open-source chatbot trained by fine-tuning
LLaMA on user-shared conversations collected from ShareGPT.

* The cost of training Vicuna-13B is around $300.

100%
90%
80%

70%
50%

LLaMA-13B Alpaca-13B Vicuna-13B Bard ChatGPT
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Chinese-Vicuna:
A Chinese Instruction-following LLaMA-based Model

— @R IEZEFER llama+lora/T

® Dataset Preview Size: 409 MB <> APl HH Go to dataset viewer

instruction (string) %::::.ng) output (string)

" —aEE IR AR —FT Y - o "HhER FEEEA SFEENSENSHENEST

\n n it ° n

A —ERRITE - BRGPTRAEHABIE "A: AT | IRBGER TEDFAESRR S ALLES - 17 Bactrian camel Wild Bactrian camel
SMEEHRBENE - JHE: A {RS.. SHETHROBFEHLREEIR ? B: 20> FHIE.. £
"EFUTRTESN TG FHER - 18 . "ZHMERIEETE ) UTREF—SHF 0 - iR

TG - RESHMSTHANGSE - TR B - BEEN - BN - 280N - Epm"

" EEEW—/I\%EI‘E_]*E?@ 2 #ﬁ?’;ﬁ_iﬁmﬁﬁi nn nn 1 2 nn

"hisEIECIB— R TFIZE LN EE o "ATEEE—MRE > BEERITENREFENEE

B “AIERE"" SCERR T AR ERERIRE S » BIINZES] - HIBFIE..

"EATENXAPERHSRIFENSIT - . " e . v

JERE\XZS: "iz¢,ﬂ¥¢ﬁ—¢%iiaq$iﬁ]... g;ﬁﬁﬂ"]xzk- iz | ,j¥q:ﬁ /I\féagm%l—.l - .

4

it
n ég. k- s 7 3 =] B ° A &&
RIBEENFD - HERFRENEE wn ca Guanaco Vicuna

\n \n1996\n" "REF - Alpa
Chinese-Vicuna based on Guanaco Dataset and Belle Dataset

https://huggingface.co/datasets/Chinese-Vicuna/guanaco belle merge v1.0
https://github.com/Facico/Chinese-Vicuna



https://github.com/Facico/Chinese-Vicuna
https://huggingface.co/datasets/Chinese-Vicuna/guanaco_belle_merge_v1.0

RedPajama

a project to create leading open-source models,

starts by reproducing LLaMA training dataset of over 1.2 trillion tokens

Dataset RedPajama

CommonCrawl 878 billion

C4 175 billion
Github 59 billion
Books 26 billion
ArXiv 28 billion
Wikipedia 24 billion

StackExchange 20 billion
Total Tokens 1.2 trillion

https://github.com/togethercomputer/RedPajama-Data

LLaMA*
852 billion
190 billion
100 billion
25 billion
33 billion
25 billion
27 billion
1.25 trillion
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ChatPDF

www.chatpdf.com

% ChatPDF & Jenni Al: Write your next paper with Al - Unlimited access to the Jenni Al Writer with ChatPDF Plus! @

Chat with any PDF

Join millions of students, researchers and professionals to
instantly answer questions and understand research with Al

)

Drop PDF here

Browse my Computer From URL

httos://www chatndf com/
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MiniGPT-4:

Enhancing Vision-language Understanding with Advanced Large Language Models

—__________________\

( The logo design is simple and minimalistic, with a pink line drawing of a flamingo
standing on one leg in the water. The design is clean and easy to recognize, making it

|

| suitable for use in various contexts such as a logo for a beach resort or a flamingo- [

I themed event. The use of a flamingo as a symbol adds a touch of whimsy and fun to I
the design, making it memorable and eye-catching. Overall, it's a well-designed logo

\ that effectively communicates the brand's message. J

———————————————————,

. 49
Vicuna

= O —

| #it# Human:,

o= =l =

What do you think of this
| logo design? ### Assistant: I

Linear Layer

Q-Former

&
§§[¢ ViT

Source: https://minigpt-4.github.io/
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LLaVA: Large Language and Vision Assistant

4h LLaVA: Large Language and Vision Assistant

llava-vl.github.io

(Project Page] [Paper] [Code] [Model]

LLaVA-13B-v0 -

i Image

Drop Image Here
or

Click to Upload

Preprocess

© crop Resize Pad

Parameters ]

Terms of use

By using this service, users are required to agree to the
following terms:

The service is a research preview intended for non-
commercial use only. It only provides limited safety
measures and may generate offensive content. It must not
be used for any illegal, harmful, violent, racist, or sexual
purposes. The service may collect user dialogue data for
future research.

LLaVA Chatbot

What are the things | should be cautious about when | visit here?

When visiting this location, one should be cautious about the weather conditions and the
state of the wooden pier. In the image, the wooden pier is extended over a large, still lake
under cloudy skies, which could suggest the possibility of sudden changes in weather,
such as wind, rain, or even high waves. Visitors should pay attention to weather forecasts
and remain vigilant while on the pier to ensure their safety. Additionally, they should be
mindful of the pier's condition and the surrounding water, as wood can be slippery,
especially when wet or in windy conditions. It is crucial to maintain proper footing and
follow any posted safety guidelines, as the quiet waters of the lake can be deceptively

Fa [ o

Enter text and press ENTER

.+ Upvote < Downvote A Flag Regenerate

https://llava-vl.github.io/
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Visual Instruction Tuning
LLaVA: Large Language and Vision Assistant

University of Wisconsin-Madison, Microsoft Research, Columbia University

95 New SoTA: 92.53

Science QA: .
New SoTA with ¢
the synergy of )
LLaVA with -

Accuracy (%)

G,oh ((6/1// /14,1// G,o Q‘S'l/ QQ’V QGV /YU’/‘)
- 35 CO < A% A 6/7
[1’/(-\ 4 7Z o /07: Gp):
oy "fer Se e A0k
/77,0/G Se)
9/)0

LLaVA represents a novel end-to-end trained large multimodal model that combines a vision encoder and Vicuna for general-purpose visual and language understanding,
achieving impressive chat capabilities mimicking spirits of the multimodal GPT-4 and setting a new state-of-the-art accuracy on Science QA.
https://llava-vl.github.io/
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MPT-7B-StoryWriter-65k+
Maximum Input Lengths of Different LLMs

Open Source Status
60000 W\S

M= Open Source
mmm Not Open Source
50000

N Q
%"‘P °

40000

30000

(tokens)

20000

10000

Maximum Input Length

Model

https://www.mosaicml.com/blog/mpt-7b 41
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e e MPT-30B, MPT-7B
MPT-30B - LLaMa-30B, LLaMa-7B

OPEN-SOURCE LLM.
COMMERCIALLY LICENSED. S o
MORE POWERFUL.

MBagltooas ModalSerles Model Sequence Accuracy Externally Reported
Length (Pass@1) Pass@1 & [Source]
MPT-308B 1024 25.00% N/A
MPT-30B Chat 1024 37.20% N/A
MPT MPT-30B Instruct 1024 26.20% N/A
MPT-7B 1024 15.90% N/A
MPT-7B Instruct 1024 16.50% N/A
LLaMa-7B 1024 1010% 10.5% [1]
LLaMa LLaMa-13B 1024 16.50% 15.8% [1]
LLaMa-30B 1024 2010% 21.7% [1]
- Falcon-40B - 1.2%* (di((j::é);)generate -
een Falcon-40B Instruct 1024 e (di:::lor;z()generate 18.9% [2]

General Purpose

https://www.mosaicml.com/blog/mpt-30b
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Meta Llama-2 70B: Best Open Source and
Commercial LLM (LIama-2, Falcon, MPT)

MODEL SIZE (PARAMETERS) PRETRAINED FINE-TUNED FOR CHAT USE CASES
/B
Model Data collection for
architecture: helpfulness and safety:
13B Pretraining Tokens: Supervised fine-tuning:
2 Trillion Over 100,000
Context Length: Human Preferences:

4096 Over 1,000,000

70B

Llama 2 pretrained models are trained on 2 trillion tokens, and have double the context length than Llama 1.
Its fine-tuned models have been trained on over 1 million human annotations.
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Benchmark Falcon Llama-2 Llama-2 | MPT : Falcon Llama-1 Llama-2

(Higher is better) (7B) (7B) (138) ' (30B) | (40B) (65B) ' (70B)
MMLU 26.8 26.2 45.3 54.8 46.9 55.4 63.4 68.9
Meta
LI dma ‘2 70 B . TriviaQA 59.6 56.8 68.9 77.2 71.3 78.6 84.5 85.0
Best
O pe n SO urce Qt:i‘:::‘s 17.8 1811 22.7 28.0 23.0 20.5 31.0 33.0
an d GSM8K 6.8 6.8 14.6 28.7 15.2 19.6 50.9 56.8
[ ]
Commercial
LLM HumanEval 18.3 N/A 12.8 18.3 25.0 N/A 23.7 29.9
(Llama-zl AGIEval
. 23.5 21.2 29.3 391 33.8 37.0 47.6 54.2
(English tasks only)

Falcon, MPT)

BoolQ 75.0 67.5 77.4 81.7 79.0 831 85.3 85.0

Llama 2 outperforms other open source language models on many external benchmarks,

including reasoning, coding, proficiency, and knowledge tests. "



Llama-2: Comparison to

closed-source models (GPT-3.5, GPT-4, PaLM)

on academic benchmarks

Benchmark (shots) GPT-3.5 GPT-4 PalM PalM-2-L. Lirama2

MMLU (5-shot)

70.0 86.4 69.3

TriviaQA (1-shot) — 81.4
Natural Questions (1-shot) - - 29.3
GSMSK (8-shot) 57.1 92.0 56.5
HumanEval (0-shot) 48.1 67.0 26.2
BIG-Bench Hard (3-shot) - - 52.3

78.3 68.9
86.1 85.0
37.5 33.0
80.7 56.8

- 299
65.7 51.2

Resu
Resu
Resu

ts for GPT-3.5 and GPT-4 are from OpenAl (2023).

ts for the PaLM model are from Chowdhery et al. (2022).

ts for the PaLM-2-L are from Anil et al. (2023).
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Llama-2 Chat: Helpfulhess Human Evaluation

- Win Tie Loss

Llama-2-70b-chat

vs. ChatGPT-0301 31.5

Llama-2-70b-chat
vs. PaLM-Bison

Llama-2-34b-chat
vs. Falcon-40b-instruct

Llama-2-34b-chat
vs. Vicuna-33b-v1.3

Llama-2-13b-chat
vs. Vicuna-13b-v1i.1

Llama-2-7b-chat
vs. MPT-7b-chat
40 50 60 70

% Win Rate

32.5

22.4

14.6

31:2

80

24.9

<

18.0

90

100
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Falcon 180B

B Open-access
@® Open-source

=1

—

S
1

LLaMA-2 I Falcon-180B

4
1

,...
=2,
<
=
1

=
1

Falcon-40B
@

(= (=2
[ (3%
1 1

HF Open LLM Leaderboard [few-shot acc.]
5%
1

MPT-30B
]

o

-

()
1

] 1 1 | I 1 1 1
2023-05 2023-06 2023-07 2023-08 2023-09 2023-10 202311 2023-12 202401
Release date

https://huggingface.co/blog/falcon-180b



https://huggingface.co/blog/falcon-180b

‘ “ﬁ/‘

Model

Falcon

Llama 2

LLaMA

Falcon

MPT

Falcon 180B, LLaMA 65B, MPT 30B

. ¢ d‘

Size

180B

70B

65B

40B

30B

Leaderboard score

68.74

67.35

64.23

61.48

56.15

Commercial use or license

https://huggingface .co/blog/falcon -180b

Pretraining length

3,500B

2,000B

1,400B

1,000B

1,000B
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Falcon 180B

Falcon 180B

Falcon 180B

Falcon 180B

Falcon 180B

Falcon 180B

Hardware requirements

Type

Training

Training

Training

Inference

Inference

Kind

Full fine-tuning

LoRA with ZeRO-3

QLoRA

BF16/FP16

GPTQ/int4

https://huggingface.co/blog/falcon-180b

Memory

5120GB

1280GB

160GB

640GB

320GB

NVIDIA A100 80 GB:

$16,135
Example

8x 8x A100 80GB

2x 8x A100 80GB

2x A100 80GB

8x A100 80GB

8x A100 40GB
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X-LLM:

Bootstrapping Advanced Large Language Models by
Treating Multi-Modalities as Foreign Languages

X2L interfaces

-----------------------------

Image
Encoder

Video
Encoder

Encoder

XA AT ?

.............................

——» Q-Former —» |-Adapter —»
—» Q-Former —» V-Adapter ﬁ—>

+ C-Former |— S-Adapter —EP‘

LLM

XM, NWRERRW, 2 EB
MRS, T mdt, b
HRAT27HFT K, REF ERK.

REFERATEHERERRATZ

This is the Palace Museum, also known as
he Forbidden City, which served as the

imperial palace during the Ming and Qing
ynasties in China. Located in the center
f Beijing, it covers an area of about
20,000 square meters and is one of the
argest and best-preserved ancient palace
omplexes in the world...)

(Where is this?)

TA— T XBUHBKANE

(Describe this video)

WHNEF PR AE

(Recognize text in this speech)

—(Recommend some tourist attractions in

— B0 T 7E B R _EWOARH. . .
(A group of lions sunbathing on the

savannabh ...)

X — T bR AR R R

Beijing)
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Zephyr-7B-$3, Llama2-Chat-70B, GPT-4

Model
StableLM-Tuned-a

MPT-Chat
Xwin-LMvO0.1
Mistral-Instructv0.1
Zephyr-7b-a
Zephyr-7b- X
Falcon-Instruct
Guanaco
Llama2-Chat
Vicuna vl1.3
WizardLM v1.0
Xwin-LM v0.1
GPT-3.5-turbo
Claude 2

GPT-4

Size
7B

/B
/B

/B

/B

7B

408B
65B
/0B
33B
/0B
/0B

Alignment
dSFT

dSFT
dPPO

dDPO
dDPO
dSFT
SFT
RLHF
dSFT
dSFT
dPPO
RLHF
RLHF
RLHF

MT-Bench (score)
2.75

5.42
6.19

6.84

6.88
7.34
5.17
6.41
6.86
7.12
7.71
7.94
8.06
3.99

https://huggingface.co/HuggingFaceH4/zephyr-7b-beta

AlpacaEval (win rate %)
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Zephyr-7B-$, Llama2-Chat-70B, GPT-4

Writing

Humanities Roleplay
model
=& Llama-2-70b-chat

_ GPT-3.5-turbo
STEM ) 6 3 10Reason|ng e Claude 1
B GPT-4
"""" =o= Zephyr 7b
Extraction Math

Coding

https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
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Zephyr: Direct Distillation of LM Alignment

distilled supervised fine-tuning (dSFT)

Step 1

Generate multi-turn Al dialogues

Prompt sampled from
dataset of prompts.

LLM simulates multi-turn
user-assistant interactions

Dialogues are used for
supervised fine-tuning.

- dSFT

Create a scenario
for a game about
space exploration

L

TdSFT

LLM

LLM

Step 2 - AIF

Response generation and Al ranking

Prompt sampled from
dataset of prompts.

4 different language models
generate responses.

GPT-4 ranks the responses.

Describe how to make
chocolate brownies

Al Feedback (AIF)

distilled Direct Preference Optimization

(dDPO)
Step 3 - dDPO

Distillation of Al preferences

Prompt sampled from
dataset of prompts.

Best and another random
response are selected.

Direct Preference
Optimization

Describe how to make
chocolate brownies

Yw Y

TdSFT 0

EHES

molw | x)
maser (| )

mo(w | )

— log
MasPr (Y | )

log
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Zephyr: Direct Distillation of LM Alignment

The three steps of Zephyr:

(1) large scale, self-instruct-style dataset construction

(UltraChat), followed by distilled supervised fine-tuning (dSFT),

(2) Al Feedback (AIF) collection

via an ensemble of chat model completions, followed by scoring by
GPT-4 (UltraFeedback) and

binarization into preferences, and

(3) distilled direct preference optimization (dDPO) of the dSFT
model utilizing the feedback data.
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DPO optimizes for human preferences
while avoiding reinforcement learning

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
" v;::::;?yp;g:? o " label rewards - : v:f::(:\:;fypc:‘i;nz:"b o -
- ® N @ &
— |>|=—| ——> reward model LM policy — = — finalLM @
Yw Yt Yw Yi
® \_/ @ &
. & < [ @
preference data maximum sample completions preferencedata ..
likelihood

reinforcement learning likelihood
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Direct Preference Optimization (DPO)

Direct Preference Optimization (DPO)

X: “write me a poem about
the history of jazz”

tﬁ - E— final LM

preference data S S

Likelihood



Prompt Engineering, Fine-tuning, and RAG

Connect external
data sources

Easy to work with

Limited
to context
window

Dynamic knowledge

Fast prototyping in the prompt

Prompt Engineering RAG

Intuitive Real-time

Better
outputs

Apply data
& domain
knowledge

Steer
behavior

Narrows model’s behavior
More predictable outputs
Bakes in style/tone/format

Fine-tuning

https://www.entrypointai.com/blog/approaches-to-ai-prompt-engineering-embeddings-or-fine-tuning/
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ML

DL

Generative Al

Al

GAl

ASR/
NLP

Artificial Intelligence

Machine Learning

Deep Learning

Automatic Speech Recognition,
Natural Language Processing

Generative Al
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Framework for Implementing Generative Al
Services using RAG Model

Orchestration Framework

s W 4’ LangChain ~

. chroma Predefined 4 \
PDF O System Prompt ©openAr
TXT, 5
WebURL, Vector | . ,l 5—_" B P o LLM
Youtube Database =
Relevant
N /2 T R S SR v S N O chunks \ GPT4All
Source Data GPT4AIl Search
Smaller chunks T —— R OIS :
. 5 . u |
. CMbeddings' s “Answer
@ 0openAl T

Data Data Splitting . Vector Prompt & .
Gathering > Extraction > e >Embeddlngs > Stors >Search >Generatlor>
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Factuality Enhancement of
Large Language Models (LLMs)

— — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — —

4 Factuality Enhancement of Large Language Models

/ /7 Standalone LLMs
Supervised Finetuning

Continual SFT | Model Editing

Pretraining-based

/ Retrieval Augmented Generation\
Normal RAG Setting

Post-editing
Interactive Retrieval

/ Domain Factuality Enhancement\

Initial Continual
Pretraining Pretraining

Prompt Engineering
Multi-A gent

Inference and

CoT-based Agent-based
Retrieval Retrieval
Retrieval Adaption
Prompt- SFT-
i § RLHF-based

\ :
\\ Decoding /

Retrieval on External Memory

\ Retrieval on KGs/Databases /

\Educatzon Fdis,

Domain enhancement techniques
, Continue
Continue-SFT ..
Pretraining
Train From External
Scratch Knowledge
Domains
Healthcare and Finance and
medicine Ecommerce
Geoscience and
Legal/Law :
Environment
Food Home

Renovatioﬂ/ 4

s e " — — — — —— e s 7 s s s s e e s s s ™ e —— — - e e e s 7 s e s S s e e e o e s s S s e s — s e e S

60



Hugging Face

B Spaces:

s App

Stable Diffusion

2 Search models, datasets, users... ¢ Models Datasets Spaces " Docs & Solutions
| stabilityai stable-diffusion T Q like 1.89k Running
Files @ Community

+ Stable Diffusion Demo

Stable Diffusion is a state of the art text-to-image model that generates images from text.
For faster generation and forthcoming API access you can try DreamStudio Beta

an insect robot preparing a delicious meal Generate image

100N ¢ = gk
https://huggingface.co/spaces/stabilityai/stable-diffusion

Pricing ~+=

¢ Linked Models
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Stable Diffusion Colab

& woctezuma [ stable-diffusion-colab public L\ Notifications % Fork 7 ¢ Star 31

<> Code () Issues 19 Pullrequests () Actions [ Projects [ Wiki @ Security |~ Insights

¥ main ~ F 1branch © 0tags Go to file About
Colab notebook to run Stable Diffusion.
% woctezuma README: add a reference for sampler schedules 37bc@2d 24 days ago )18 commits
’ & github.com/CompVis/stable-diffusion
D LICENSE Initial commit 27 days ago deep-learning colab image-generation
[ README.md README: add a reference for sampler schedules 24 days ago text-to-image  diffusion  text2image
. . colaboratory google-colab
[ stable_diffusion.ipynb Allow to choose the scheduler 25 days ago
colab-notebook google-colaboratory
google-colab-notebook
= README.md
text-to-image-synthesis huggingface
diffusion-models
o °
Sta ble- lefUSIon - COIa b text-to-image-generation latent-diffusion
stable-diffusion huggingface-diffusers
The goal of this repository is to provide a Colab notebook to run the text-to-image "Stable Diffusion" model [1]. T (e —
> 00 Readme
¢Usage
&8 MIT license
— . : W 31stars
¢ Run stable_diffusion.ipynb .
& 2 watching

https://github.com/woctezuma/stable-diffusion-colab
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[ ] [ J [} [ ]
Stable Diffusion Reimagine
(3 Cllbpfl:'gp » Stable diffusion Reimagine Apps Vv AP Blog Pricing

S Stable diffusion reimagine

Create multiple variations from a single image.

o WE BN N BN BN BN SN SN BN SN SN SN SN SN SN SN SN SN SN SN SN SN SN SN SN BN SN SN SN BN BN SN SN SN BN BN SN SN SN BN BN SN SN SN SN BN SN SN SN SN SN SN SN BN BN BN SN SN SN BN BN BN BN SN BN BN BN Ny

Click, paste, or drop a file here to start.

sumEEEmEEDEw,
Q-----—’

‘

| J R ——————

J/ Or click on an example below

https://clipdrop.co/stable-diffusion-reimagine
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Lexica Art: Search Stable Diffusion images and prompts

lexica Q Search images Search

Lexu)a

The Stable Diffus

Search

gl g é‘u
i

https://lexica.art
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Civitai: Stable Diffusion Al Art Models

CIVIT R\ ) sign In

Models HIGHEST RATED ALLTIME v Y v

CHECKPOINT o - 7 - ' o CHECKPOINT ol WTrNee CHECKPOINT

Counterfeit-vV2.5
hhkhkhkk 401 Q21K D276 & 0.M

ReV Animated
Deliberate ok okk 633 O13K 0332 & 93K

ok ok ok ok 1.3K
Q17K O 18K & 0.2M \ N4

Lyriel
- Ak hkhkkh 352 067K D76 & 34K
Realistic Vision V2.0
Ak khk 519 Q1K O812 & 02M
\ 4 CHECKPOINT
DreamShaper | < MeinaMix
AhhAhkh 478 Q1K OB565 3 0.IM . \ | & Ak hhh 382 Q1K D221 & 9K

84 MoXin
*kkhh 332 O1K D4

Yae Miko | Realistic Genshin LORA
hhkkhkk 221 O12K O126

Cetus-Mix
* & & & & 260 Q1K D174 4 81K ’\ ‘
~

.

Fantasy.ai

I 5
Pastel-Mix [Stylized Anime Model] = I 1 § ‘
)
) hkkhRk 213 Q12K D108 & 79K 4

BIRA3 GuoFeng3

& r 1 NeverEnding Dream (NED) { = Vo Ahkhhh 216 ONK D208 L 66K
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https://civitai.com/

D - I D Products
J

Turn Text To Video In

Technology

30 Seconds

Save time and money and enrich your
content with engaging videos. Try it today!

Start Free Trial

D-ID Text to Video

Ethics Pricing Company

https://www.d-id.com/text-to-video/

[ Start Free Trial

Login
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Synthesia: #1 Al Video Generation
stnthesia Features v Use cases v  Pricing Resources v  Company v Log in

< Synthesia Product Demo v ® T @ = © @] n. e >

Avatar Text Shape Media Record

Scene 1

#1 Al VIDEO GENERATION PLATFORM @ Scenes

Turn your text into

Background
ideos in minutes +
Background
e Get natural sounding Al voices in 120+ languages
e Make your videos more engaging with 140+ Al Avatars
o Edit as simply as a slide-deck, no experience required
Create a free Al video » Watch 2 min demo
8% English (US) - Engaging Y & ‘ &
No credit card required. S S I
Hey, I'm Alex, and this is what an AI Avat

Create a free AI video and see for

https://www.synthesia.io/ 67
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Speechify: #1 Al Voice Over Generator

W’P Speechify Text to Speech Al Voice Studio Products Teams Edu About Login [ Talk to Sales ] Try for free

. Lh )
ez

The #1 Al Voice Over Generator

Natural sounding, human-quality voice generator for all your content. Try our Al voice today, for free!

27 Select Voice More voices >
| 4
3 9 ;
3 & 9
Introducing the ultimate voiceover tool for professionals and Davis Aria Guy Clone My
Voice
amateurs - a powerful and easy-to-use software that lets you > General Chat Friendly
easily create high-quality voiceovers.
& Add Pause @
. . . . . Pause for a few seconds to add emphasis.
Narrate text, videos, explainers, slides, books - anything - in any >
style.
Listen With Music
I . . ©
hange music v
Our voiceover product is perfect for businesses, content
creators, podcasters, video editors, and anyone else who needs P Create an account to access 200+ high-quality voices and

to add professional-quality voiceovers to their projects. Granular controls on the pitch, tone and speed.

https://speechify.com/voiceover/
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Generative Al Models

~ Text-to- Text-to- Image-to-

image 3D | | text ‘
Y Y Y l A

DALL-E Stable

5 Diffusion Dreamfusion Magic3D Flamingo VisualGPT
ChatGPT
Imagen Muse -«
[
IS hot
Text to- _ Textto- _ Text-To-
\ﬁqeo —1 Aufjio Text
i | . | . all you need
Phenaki Soundify AudioLM Whisper ChatGPT3 LaMDA
PEER Speech From
» Jukebox > Brain - .
| Attention
Text to- Text-to- Other
Code Science | Models ‘— -
4 . ¥ v l v IS
Codex Alphacode Galactica Minerva Alphatensor GATO

all you need

Human Motion
> Diffusion Model




Generative Al

Research Areas,

Applications
and
Companies

CodeParo

@‘

§
§

DeepMind
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Applications of Generative Al Models

Application Platform/Software Company

Year Papaer Link

ChatBot
ChatBot
ChatBot
ChatBot
ChatBot
ChatBot
Music
Music
Code
Code
Code
Code
Art

Art

Art

Art
Education

Algorithm

Xiaoice
Meena
BlenderBot
ChatGPT
Alexa

Lex

AIVA
Jukebox
CodeGPT
CodeParrot
Codex
CoPilot
DALL-E-2
DreamStudio
craiyon
Imagen
Minerva
AlphaTensor

Microsoft
Google
Meta
OpenAl
Amazon
Amazon
Aiva Tech
OpenAl
Microsoft

CodeParrot

OpenAl
Microsoft
OpenAl
Stability
OpenAl
Google
Google
DeepMind

2018
2020
2022
2022
2014
2017
2016
2020
2021
2022
2021
2021
2022
2022
2021
2022
2022
2022

[200]
[201]
[202]
[10]

[203]
[204]
[205]
[206]
[206]
[5]
[13]
[1]
[152]
[207]
[208]

Xiaoice
Meena Blog
Blenderbot
ChatGPT
Amazon Alexa
Amazon Lex
AIVA

Jukebox
CodeGPT
CodeParrot
Codex blog
CoPilot
DALL-E-2 Blog
Dreamstudio
Craiyon
Imagen
Minerva Blog
AlphaTensor
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Generative Al for
Corporate ESG and
Sustainable

Development




ESG:

Environmental

Social

Governa nce



CSR:
Corporate
Social
Responsibility




Sustainable Development Goals (SDGs)

NO ZERO GOOD HEALTH QUALITY GENDER CLEAN WATER
POVERTY HUNGER AND WELL-BEING EDUCATION EQUALITY AND SANITATION

Tdil &

DECENT WORK AND INDUSTRY, INNOVATION 1 REDUCED 1 SUSTAINABLE CITIES 12 RESPONSIBLE
ECONOMIC GROWTH AND INFRASTRUCTURE INEQUALITIES AND COMMUNITIES CONSUMPTION

AND PRODUCTION
/s/i - E

1 CLIMATE 1 LIFE 15 LIFE 1 6 PEACE, JUSTICE 1 PARTNERSHIPS
ACTION BELOW WATER ON LAND AND STRONG FOR THE GOALS

INSTITUTIONS

vz SUSTABLE
@ @ DE\(‘I‘E'I‘;OPMENT
GiL:ALS

“an”

Source: https://sdgs.un.org/goals


https://sdgs.un.org/goals

Sustainable Development Goals (SDGs) and 5P

Partnership
Peace
Prosperity
People

Planet

Source: Folke, Carl, Reinette Biggs, Albert V. Norstrom, Belinda Reyers, and Johan Rockstrom. "Social-ecological resilience and biosphere-based sustainability science.”Ecology and Society 21, no. 3 (2016).
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Evolution of Sustainable Finance Research

SDGs: SDGs

SUSta i na ble Develo pment Goa IS Innovative Financial Instrurr.\ent
Impact Investing

ESG: Environmental, Social, and Governance
CSR: Corporate Social Responsibility
Conscious Capitalism
Climate Financing
Carbon Financing
Green Financing
Ethical Investing
Socially Respcl)nsible Investing

1986

1995 2005 2015 2020



ESG to 17 SDGs

B Environment ™ Social ™ Governance

1: End Poverty

2: Zero Hunger

3: Good Health and Well-Being

4: Quality Education

5: Gender Equality

6: Clean Water and Sanitation

7: Affordable and Clean Energy

8: Decent Work and Economic Growth

9: Industry, Innovation, and Infrastructure
10: Reduced Inequalities

11: Sustainable Cities and Communities
12: Responsible Consumption and Production
13: Climate Action

14: Life Below Water

15: Life on Land

16: Peace, Justice, and Strong Institutions
17: Partnerships for the Goals

Source: https://sustainometric.com/esg-to-sdgs-connected-paths-to-a-sustainable-future/
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Generative Al and LLMs for Sustainability and
ESG Data Analytics




Sustamablllty and ESG Data Analytlcs

—




Generative Al for ESG Rating and Reporting
Generation




COLLECTING DATA

Target Variables

= Total emissions

= Scopel, Scope?2 and
Scope 3 emissions

Predictors

= Scale of operations

= Businessmodel

= Technology
advancement

= Energy factors

= Environmentalfactors

Data source

= Thomson Reuters Eikon
= WorldBank

= |EA

PRE- PROCESSING DATA

Prefilter low quality data
= |Insufficient predictors
= Abnormaltrends

Data-transformation
= Log transformation

Outliers
= Remove outliers
= Winsorise outliers

Missing values

= List-wide deletion

= |mputationwith
historical dataand
peer groups

MODELEVALUATION

Hold-out folds . Training folds

Double 10-Fold
division for base-
learners and meta-
learners

00000
0000

PREDICTOR SELECTION
Classification

= GICS Sector

= GICS Group

= NAICS Sector

= Reclassified NAICS Sector
= Reclassified GICS Group
Firm characteristics

= GBB model

= GLS model

= Combined madel

= Extended model

= Step-wise model
Environmental factors

= Carbonlaw

= Countryincome group
Energy

Fiscal Years

0000
L ] JOX |
L JoI X

o X X

PREDICTION MODEL

BUILDING BASE-LEANERS
Linear models

= OLS

= ElasticNet

Non linear models
= Neural Network
= K Nearest Neighbours

Decisiontree ensembles
= Random Forests
= Extreme Gradient

Boosting

|

Modelling Strategy to Forecast Carbon Emissions with Al

BUILDING META-LEARNERS
Simple combination

= Arithmeticmean

= Median

Stacked generalization
= Meta OLS

= Meta ElasticNet

= Meta XGB

Hyper-parameter optimization metrics
= Mean Absolute Error (MAE)

Main Evaluation metrics:

= Mean Absolute Error (MAE)

= Wilcoxon Signed-Rank test
Robustness Tests

= Alternativemeasures (MAPE, PPAR)
= Testof percentileranking, mean difference and SP500

membership subgroup
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Sustainable Productivity:
Finance ESG

SUSTAINABLE ~ _ F X E X S X G
PRODUCTIVITY INANCE NVIRONMENT OCIAL OVERNANCE
UsEe

DEVELOPMENT PRODUCTION

Marketing & Product SCM{& Produql:on Logistics Braduction Quality Sarvice
sales development purchasing planning assurance

F " Financial result Return on sales, profit,
INANCE Financial expense return on equityY
E Positive environmental contribution Management of energy,
NVIRONMENT Environmental impact waste, pollution water, ...
S Positive social contribution Equal opportunity,
OCIAL Social burden collaboration & safety, ...
G Positive governance contribution Compliance, shareholder
OVERNANCE Governance expense structure, innovation contribution, ...




Sustainable Resilient Manufacturing
ESG

et of Prodycy;
FINANCE e Uct/o,’ ENVIRONMENTAL
€ N sales Equity Emissions —] Reuse
snl ] revenue ratio r impact = quota
{é@ Value creation Compensation
=0 [ per employee measures
GOVERNANCE =+~ SOCIAL
&Y. Innovation 1P  Renumeration 91P  Gender Long-term
" capability @ structures @ equality db view

Integration &

3 Working conditions in the
value chain [%T-’[% collaboration

Source: Huang, Ziqi, Yang Shen, Jiayi Li, Marcel Fey, and Christian Brecher (2021). "A survey on Al-driven digital twins in Industry 4.0: Smart manufacturing and advanced robotics." Sensors 21, no. 19: 6340. 84



ESG Indexes

*MSCI ESG Index
*Dow Johns Sustainability Indices (DJSI)
*FTSE ESG Index



MSCI ESG Rating Framework

@@ DATA

1,000+ data points on ESG policies, programs, and performance;

Data on 100,000 individual directors; up to 20 years of shareholder meeting
results

DI] EXPOSURE METRICS |MANAGEMENT METRICS

How exposed is the company How is the company managing
to each material issue? each material issue?

Based on over 80 business 150 policy/program metrics, 20
and geographic segment performance metrics;
metrics 100+ Governance Key Metrics

D
INSIGHT

Specialized ESG research
team provides additional

SOURCES

100+ specialized datasets
(government, NGO, models)

Company disclosure (10K, insight through:
sustainability report, proxy report) Company reports
3,400+ media sources monitored Industry reports
daily (global and local news Thematic reports

sources, governments, NGOs)

MONITORING &

QUALITY REVIEW

Systematic, ongoing daily monitoring of
controversies and governance events
In-depth quality review processes at all
stages of rating, including formal
committee review

Analyst calls & webinars

DATA OUTPUTS ||=§

Access to selected underlying data

Ratings, scores, and weights on
680,000 securities

17 years of history
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MSCI ESG Key Issue Hierarchy

3 Pillars

Environment

10 Themes
Climate Change

35 ESG Key Issues

Carbon Emissions

Product Carbon Footprint

Financing Environmental Impact

Climate Change Vulnerability

Natural Capital

Water Stress
Biodiversity & Land Use

Raw Material Sourcing

Pollution & Toxic Emissions & Waste Electronic Waste
Waste Packaging Material & Waste
Environmental Opportunities in Clean Tech Opportunities in Renewable

Opportunities

Opportunities in Green Building

Energy

Social Human Capital Labor Management Human Capital Development
Health & Safety Supply Chain Labor Standards
Product Liability Product Safety & Quality Privacy & Data Security
Chemical Safety Responsible Investment
Consumer Financial Protection Health & Demographic Risk
Stakeholder Controversial Sourcing
Opposition Community Relations
Social Access to Communications Access to Health Care
Opportunities Access to Finance Opportunities in Nutrition &
Health
Governance Corporate Ownership & Control Pay
Governance Board Accounting
Corporate Business Ethics
Behavior Tax Transparency
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MSCI Governance Model Structure

Governance
Corporate Governance Corporate
Behavior
=" =

Data
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o .=
:Q—'
o
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o ©
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MSCI Hierarchy of ESG Scores

ESG Letter Rating

(AAA-CCC)

Pre-set score-to-letter-rating matrix

Final Industry
Adjusted Score (0-10)

Adjusted relative to Industry Peers, Exceptional overrides

Weighted Average Key
Issue Score (0-10)

Weighted average of underlying pillar scores

Environment Pillar Social Pillar
Score (0-10)

Governance Pillar
Score (0-10)

Score (0-10)
Each pillar is organized into underlying themes;
Environmental and Social Pillar and Theme Scores derive from Deduction-based scoring
the weighted average of underlying Issue scores model applied

Environmental Key Social Key Issue
Issue Scores (0-10)

Governance Key Issue

Scores (0-10) Scores (0-10)

Key Metrics:

Indicators: Indicators: Indicators: Indicators: Ownership Characteristics;

Business Strategy Business Strategy Board & Committee
Segments; Programs & Segments; Programs & Composition;
Geographic Initiatives Geographic Initiatives Pay Figures;
Segments; Performance Segments; Performance Accounting Metrics;
Co-specific Controversies Co-specific Controversies Policies & Practices
indicators indicators Business & Geographic

Segments; Controversies

Raw Data
Company financial and sustainability disclosure, specialized government & academic data sets, media searches, etc.



FTSE Russell ESG Ratings

Tax
Transparency
Biodiversity
Risk
Management

Corporate Pollution &
Governance Resources

Corruption Security

Customer
Standards Responsibility

Human Rights
& Community

SUpp,y Chain: Soc\a\
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RETNADITICY Sustainalytics
ESG Risk Ratings

Sustainalytics’ ESG Risk Ratings measure a company’s
exposure to industry-specific material ESG risks and
how well a company is managing those risks.

Negligible Low Medium High Severe

0-10 10 - 20 20 - 30 30-40 40+



TruValue Labs

FACTSET Truvalue
ESG Ranks

* Truvalue Labs applies Al to analyze over 100,000 sources and uncover
ESG risks and opportunities hidden in unstructured text.

* The ESG Ranks data service produces an overall company rank based on
industry percentile leveraging the 26 ESG categories defined by the
Sustainability Accounting Standards Board (SASB).

* The data feed covers 20,000+ companies with more than 13 years of
history.
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Analyst-driven vs. Al-driven ESG

Analyst-driven ESG research Sustainalytics

Derives ratings in a structured data model

Analyst role at the end of
Collect Process Analyze Generate th I
data data data score/rating € p b O‘?e.SS QHOWS
subjectivity to color
\ J | )
I I

results

DATA MINERS & TECHNOLOGY ANALYSTS

Al-driven ESG research
Derives signals from unstructured data

Analyst expertise at th
Develop Extract Analyze Generate A lyst p?th e
algorithms signals data score/rating eginning ot the process
produces consistent
\ J |\ )
I |

Truvalue Labs

results
ANALYSTS & ENGINEERS TECHNOLOGY
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Analyst based
ESG Research

Al based
ESG Research

Analyst Based ESG Research

Collect Data Analyze Data Generate score rating
u J N
Y

Y
Raw data sources Analysts

and tools

Applying Al to ESG Research

Analyze data and Review and
Develop algorithms Extract signals uncover material determine
impact investment decision
\ J \ J 1\ J
Y Y Y
Analysts and Technology Analysts
Engineers

It would take an analyst over 5 years to do what our Al can in 1 week
Combining analysts with Al creates gives you the full picture

@+=@

Invest where it matters.

ANALYTICS
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ESG Analytics: NLP Taxonomy

—4@ Climate Change @ 5 subtopics
—4) Environmental ———@) Sustainability @ 3 subtopics
—@ Biodiversity & Water @ 3 subtopics
—4) Health & Safety @ :subtopics
Eifé}:;?'ﬁ:; .7—. Social ——. Employee Standards . & subtapics
. Community .
Responsibility @ 7 subtopics
——4@) Human Rights @ 5 subtopics
Leadership & \
—. Management . 4 subtapics
Business .
@ Governance —— @ Innovatiorn @ 3 subtopics
—@ Outside Activities . 4 subtaopics
—@ Business Ethics @ 4 subtopics

ANALYTICS



Top
ESG Reporting
Software

Environmental, Social and
Governance (ESG) Reporting
software or Sustainability
software helps organizations
manage their operational
data, evaluate their impact on
the environment and provide
reporting to perform audits.

9.4

PRODUCT FEATURES AND SATISFACTION

70

@ EMITWISE
— EHS INSIGHT
ENERGYCAP ‘
FIGBYTES
ENVIZI
envizi o [r—
SERVICENOW ESG MANAGEMENT
DILIGENT SUSTAINABILITY REPORTING SOFTWARE
w
WORKIVA ESG

ES? BENCHMARK ESG REPORTING

~ ESP CSR

&

ECOMETRICA SUSTAINABILITY REPORTING

VENDOR EXPERIENCE AND CAPABILITIES
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3. Popular Generative Al and Applications

4. Generative Al for Corporate ESG and Sustainable
Development
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