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Outline

*Overview of ESG

* Environmental, Social, Governance
*Challenges in ESG Data Analytics

* Fragmented, Unstructured, Diverse
* Generative Al as a Solution

*Synthesis, Reporting, and Prediction
* Sustainability Innovation
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SDGs: SDGs

SUSta i na ble Develo pment Goa IS Innovative Financial Instrurr.\ent
Impact Investing

ESG: Environmental, Social, and Governance
CSR: Corporate Social Responsibility
Conscious Capitalism
Climate Financing
Carbon Financing
Green Financing
Ethical Investing
Socially Respcl)nsible Investing
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(

ESG to 17 SDGs C
ENVIRONMENT SOCIAL GOVERNANCE

CLEAN WATER NO GOOD HEALTH GENDER DECENT WORK AND

AND SANITATION POVERTY AND WELL-BEING EQUALITY ECONOMIC GROWTH

e o

1 CLIMATE QUALITY GENDER CLEAN WATER 1 CLIMATE
ACTION EDUCATION EQUALITY AND SANITATION ACTION

& &

14 LIFE DECENT WORK AND 10 REDUCED 16 PEACE, JUSTICE 17 PARTNERSHIPS
BELOW WATER ECONOMIC GROWTH INEQUALITIES AND STRONG FOR THE GOALS
o INSTITUTIONS

(14
Ve
-

4€.> 1_

1 PEACE, JUSTICE
AND STRONG
INSTITUTIONS

(14

Source: Henrik Skaug Szetra (2021) "A Framework for Evaluating and Disclosing the ESG Related Impacts of Al with the SDGs." Sustainability 13, no. 15 (2021): 8503.



ESG to 17 SDGs

B Environment ™ Social ™ Governance

1: End Poverty

2: Zero Hunger

3: Good Health and Well-Being

4: Quality Education

5: Gender Equality

6: Clean Water and Sanitation

7: Affordable and Clean Energy

8: Decent Work and Economic Growth

9: Industry, Innovation, and Infrastructure
10: Reduced Inequalities

11: Sustainable Cities and Communities
12: Responsible Consumption and Production
13: Climate Action

14: Life Below Water

15: Life on Land

16: Peace, Justice, and Strong Institutions
17: Partnerships for the Goals

Source: https://sustainometric.com/esg-to-sdgs-connected-paths-to-a-sustainable-future/
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Net-Zero Transformation X7
 Ambition * Supply chains
« Aligned to achieving global net * Transformed net zero supply chains
zero by no later than 2050 & to * Innovation
limit warming to 1.5° C * Developed innovation and
* Governance technologies to deliver net zero
* Accountability driven from the top * Finance
* Strategy * Financing the net zero
* Embedded and aligned net zero transformation
into company strategy * Transparency
* Enterprise  Communicating action
* Key operating model changes in o Engagement
support of transformation * Enhancing the pace and scale of net

zero action

https://www.pwc.com/us/en/services/esg/library/building-blocks-for-net-zero-transformation.html
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ESG Challenges and Opportunities

* Challenges
* Fragmented and unstructured ESG data.
* Lack of standardization and transparency.
* Timeliness of data availability.

* Opportunities
* Rising demand for actionable ESG insights.
* Innovation in sustainable solutions and policies.
* Generative Al as a tool for transformation.
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Generative Al

Powering
Digital Sustainability
Transformation




Generative Al-Driven
ESG Report
Generation Technology

Industrial Technology Research Institute (ITRI),
Fintech and Green Finance Center (FGFC, NTPU),
NTPU-113A513E01, 2024/03/01~2024/12/31
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Generative Al for ESG Data Analytics {'
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* Data Integration and Enrichment:
* Synthesizing structured and unstructured ESG data.

 Automated Reporting and Insight Generation:

* Tailored ESG reports and insights for stakeholders.
* Scenario Modeling and Forecasting:

* Simulating potential risks and opportunities.

* Addressing Bias and Ensuring Accountability:
* Transparent, fair, and ethical Al deployment.

14



Generative Al and LLMs for Sustainability and
ESG Data Analytics




Sustainability Innovation G
with Generative Al @

* Sustainable Product Design:

* Eco-friendly designs minimizing waste and energy.
* Policy Formulation and Implementation:

* Al-driven simulations for effective policies.
* Stakeholder Engagement and Awareness:

* Communicating ESG strategies with compelling Al-driven
visuals.

16



Generative Al for ESG Rating and Reporting &
Generation
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Future Directions

* Integrating blockchain, 10T, and digital twins.
* Democratizing Al tools for all stakeholders.

* Promoting collaboration among experts and
communities.

llllllllllllllllllll
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Conclusion e
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* Generative Al is transforming ESG analytics and
sustainability innovation.

* Collaboration among researchers, policymakers, and
innovators is key.

* Generative Al to build a sustainable future.
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IMNTPU at the NTCIR-16 FinNum-3 Task:
Data Augmentation for Financial Numclaim Classification
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IMNTPU Dialogue System Evaluation
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NTC"R IMNTPU at the NTCIR-16 FinNum-3 Task: A.ACS! \((ﬁ?u

N I I R_ 1 Data Augmentation for Financial Numclaim Classification “~*
Hzeals
FInNum-3
Yung-Wei Teng!, Pei-Tz Chiu !, Ting-Yun Hsiao !, Mike Tian-Jian Jiang 2 and Min-Yuh Day **
1Information Management, National Taipei University, New Taipei City, Taiwan
2Zeals Co., Ltd. Tokyo, Japan
* myday@gm.ntpu.edu.tw

This paper provides a detailed description of IMNTPU team at the NTCIR-16 FinNum-3 shared task in formal financial documents. We
proposed the use of the XLM-RoBERTa-based model with two different approaches on data augmentation to perform the binary
classification task in FinNum-3. The first run (i.e., IMNTPU-1) is our baseline through the fine-tuning of the XLM-RoBERTa without data

ion. | ", we that pr ing different data i may imp the task performance because of the
imbalance in the dataset. Accordingly, we pr d double redaction and lati hod on data aug ion in the d
(IMNTPU-2) and third (IMNTPU- 3) runs, respectively. The best macro-F1 scores obtained by our team in the Chinese and English datasets
are 93.18% and 89.86%, respectively. The major contribution in this study provide a new i ding toward data augmentation
pp! h for the imbal d d: which may help reduce the imbalanced situation in the Chinese and English datasets.
"( Research Architecture and Proposed Method )" — Translation Approach -
; IMNTPUL: We adopted XLM- (Tragonal | [ o) _‘\ Simplified
Data Augmentation RoBERTa Model without data ‘ Chinese | '{ o Chiness
1 as our baseli
Dematle Redacbion Trarlaton X I _  The tax procesds were
[ In MNTPU2 ][ In MNTPUD ] model. R&RE o0 An o Rf?”llh 981
IMNTPU2: We adopt Double P YoY+36.36% - R ZIT - YoY+36.36%

—

§ Redaction approach for data 6 weompm T W IS2R [ e 260 BE
Fined-tuning augmentation  and  XLM- .- percent, heher TSN umILHMSOWN - -
- Baseline in IMNTPU-1 RoBERTa Model. wpecied.”
T IMNTPU3: We adopt the
Iranslation approach
for daca Performance

Pre-trained Model :
augmentation and  XLM-
[ XLM-RoBERTa ] e -
RoBERTa Model. Chinese Dataset English Dataset
Dev Set Test Set Dev Set Test Set
Tokenization Tricks Run FlScore | Fi-Score FlScore | Fl-Score
(%) (%) (%) (%)
Input: GoodA day and welcome to Ithe Apple Inc. Third IMNTPUL 90.51 93.18 8713 88.39
Quarter Fiscal Year 2018 Earnings Conference Call.
Today's call is being recorded. IMNTPU2 88.65 9164 88.82 89.86
XLM-RoBERTa lTokenlm Double lkedactlon IMNTPU3 92.16 9164 >

Output: <s> Good day and Output: <s> <mask> Good [\ ———————————

welcome to the Apple day and <mask> to the
Inc. Third Quarter  Apple <mask> Third Conclusions and Contributions

Fiscal Year xxnum 2018 Quarter Fiscal Year xxnum

Earnings Conference 2018 Earnings Conference Conclusions:

Call. Today's call is Call. Today's call is . ‘)

being racorded. DIEE ZEmES . orded. TS The performance with data augmentation method (Double

Redaction) in English dataset is superior than without data

augmentation.
T Algorithm of Double Redaction ) Contributions:
1 Shuffle the tokens in sentence * The major contribution of the research is that data
> Delete the duplicated tokens in sentence augmentation approach may help reduce imbalanced
s Copy the remaining tokens as p PR
« SET the Sand y situation.
s for specific token in f do
«  ifyless than 8 then * We haveb developgd a noyel ) method for data
y Replace original token with <usk> token augmentation technique, which is double redaction
. else and translation approach, and can decrease the issue
0 Cover original token as <mask» token of imbalanced dataset
w o endif z
1w end for
12 while True do ACKNOWLEDGMENTS
1 Model predict the original token of <usk> and <mask> This research was supported in part by the Ministry of Science and Technology (MOST), Taiwan
¢ end while under grant number 110-2410-H-305-013-MY2, and National Taipel University (NTPU) under grant

number 110-NTPU-ORDA-F-001, 111-NTPU-ORDA-F-001, and 111-NTPU-ORDA-F-003.
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IMNTPU at the NTCIR-17 FinArg-1
Argument-based Sentiment Analysis and Identifying Attack and 8%

NG

Support Argumentative Relations in Social Media Discussion Threads bzeals

“a @

Chia-Tung Tsai', Wen-Hsuan Liao?, Hsiao-Chuan Liu?, Vidhya Nataraj?, Tzu-Yu Liu3, Mike Tian-Jian Jiang* and Min-Yuh Day% *
*myday@gm.ntpu.edu.tw

Yinformation Management, 2Smart Healthcare M

3Business Administration,

National Taipei University, New Taipei City, Taiwan
4Zeals Co., Ltd. Tokyo, Japan

In recent years, there has been a surge of interest in ar

based sentiment

and the identification of argumentative

relationships in social media. These tasks sentiment I of premises and claims, as well as the classification of
ar ive relationships. Within these tasks, we have developed a fine-tuning method for transformer models. To evaluate and
| this we blished a comprehensive fi k to test and display the performance of BERT, RoBERTa, FinBERT,

ALBERT, and GPT 3.5-turbo models on financial data and social media texts. Ultimately, the experimental results of these sub-tasks

lidate the effecti of our str

predominantly with BERT models and employing GPT for g

The primary contribution of our research is our proposal of two key elements: fine-tuning
ive classification, aiming to enhance the identification of argumentative

classifications. Through fine-tuning techniques, the state-of-the-art models can achieve better performance than the baseline.

’( IMNTPU Research Architecture )

Transformer-Based
Pretrained Model

Fine-tuning Techniques

’( Fine-tuning Techniques )‘

+  Our research in Natural Language Processing (NLP) explores deep
learning models like BERT, ALBERT, and RoBERTa for sentence
classification. ROBERTa, in particular, shows superior performance in NLP
tasks due to more data and extended training, refining BERT's original
training approach. The study used RobertaTokenizer for tokenization and
RobertaForSequenceClassification for training and evaluation.

«  Ab5-fold cross-validation technique was employed to fine-tune and
assess model performance, involving dividing the dataset into five parts
and using each in turn for validation. This ensures a stable and reliable

( Hyperparameter Settings }

NTCIR-17 FinArg-1 Hyp Settings
Hyperparameter Value
Learning Rate 1e-5, 5e-5
Max Length 128, 256
Batch Size 8,16
Epochs 3,4,5

F( Performance T

NTCIR-17 FinArg-1 Argument Unit Classification

Model Micro-F1 Macro-F1 Weight-F1 Accuracy
IMNTPU-1
(BERT-base) 75.44% 75.31% 75.40% 74.82%
IMNTPU-2
(RoBERTa-base) 76.06% 76.05% 76.07% 75.64%
IMNTPU-3
(GPT 3.5-turbo) 56.97% 56.82% 56.70% 55.08%
NTCIR-17 FinArg-1 Argument Relation Detection and Classification
Model Micro-F1 Macro-F1 Weight-F1 Accuracy
IMNTPU-1
(ROBERTa-base) 78.99% 47.36% 76.54% 78.55%
IMNTPU-2
(FInBERT) 82.61% 52.97% 82.14% 79.13%
IMNTRY;3 80.72% 50.73% 79.67% 78.55%

BERT-uncased|

NTCIR-17 FinArg-1 Identifying Attack and Support Argumentative Relations in
Social Media Discussion Threads

+  Inour study, we demonstrate the application of OpenAl‘s ChatGPT
AP|, integrating deep learning with Natural Language Processing
(NLP) for detailed text analysis. The technology is finely tuned to
classify sentences accurately as either “claim” or “premise”, aiding
researchers in identifying core arguments and their supporting
reasons. This classification is part of a multi-step process, with
specific sentiment labels providing clear targets for the model.

« Thedistinction between "claim" and "premise" is vital for
understanding arguments and their justifications. Moreover, the
method's scalability and adaptability make it versatile, suitable for
not only basic sentiment analysis but also for more complex text

analysis with additional classification labels.

performance evaluation. The study also adjusted hyperparameters such Model Micro-F1 Macro-F1 Weight-F1
as sentence length, batch size, and training epochs to improve learning UMNTEUCL 52.88% 38.77% 28.73%
efficiency. For fair comparison, the same settings were applied to both (Finetuned-Albert)
RoBERTa and BERT models during fine-tuning. N 48.71% 24.64% 40.50%
(RoBERTa-Large)
| GPT Generation Strategies and Optimization )‘ . P
g P Conclusions and Contributions

Information

*  We combined fine-tuning BERT and RoBERTa with the innovative use of GPT

3.5 Turbo, effectively capturing subtle nuances in conversational texts while
i ignifi performance in ive tasks.

+  Our study offers a comprehensive solution to the Argument Unit Classification
challenge, thoroughly evaluating various methods' pros and cons. Additionally,
in the multi-class classification task of financial sentiment analysis, we've
revealed deeper semantic aspects of texts by analyzing inter-sentential
relationships.

ACKNOWLEDGMENTS
This research was supported in part by the National Science and Technology Council (NSTC),
Taiwan, under grants MOST 110-241 13-MY2, NSTC 112-2425-H , and NSTC 112-

2627-M-038-001-, and National Taipei University (NTPU), Taiwan under grants 112-NTPU-ORDA-F-
003, 112- NTPU-ORDA-F-004, USTP-NTPU-TMU-112-01, NTPU-112A413E01, and NTPU-112A513E01.
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e a I Hsiao-Chuan Liu?, Vidhya Nataraj?, Chia-Tung Tsai!, Wen-Hsuan Liao?, Tzu-Yu Liu?, Mike Tian-Jian? Jiang and Min-Yuh Day *
*myday@gm.ntpu.edu.tw
linformation Management, 2Smart Healthcare Management, 3Business Administration,
National Taipei University, New Taipei City, Taiwan
e 4Zeals Co., Ltd. Tokyo, Japan

The IMNTPU team engaged in the NTCIR-17 RealMedNLP task, specifically focusing on Subtaskl: Adverse Drug Event
detection (ADE) and the challenge of identifying related radiology reports. This task is centered on har ing methodolog
that offer significant aid in real-world medical services, especially when training resources are limited. In our approach, we

harnessed the power of pre-trained language models (PLMs), particularly leveraging models like the BERT transformer, to
understand both sentence and document structures. Our experimentation with diverse network designs based on PLMs
paved the way for an enlightening comparative analysis. Notably, BioBERT-Base emerged as a superior contender,
h ing cc dable accuracy relative to its peers. Furthermore, our investigation made strides in the realm of one-
shot learning for multiclass labeling, specifically with the GPT framework. The insights gathered emphasized the necessity for

more specialized strategies, suggesting avenues for future research in multiclass labeling tasks.

‘( Research Architecture ) ’_( Performance )_‘

Exact Accuracy of Test Dataset and Development Dataset
Models Development Dataset 1.\ o1 cet (#1,993)

(#1,192)
BioBERT-Base
(Submission Run 1) 0.92 0.82

Pre-trained
Language Models

RoBERTa-base
RoBERTa-large

MedNLP-SC- BioBERT:fase Evaluation Metrics Best Petformance Roberta-Base 076 -
SMEN g
Development Lt (Su':;’r:g;; :;’5: 2 0.85 0.81
)ataset Recall PT:
- Large Language D fon 3 0.72 0.69
Models
GPT 4.0 0.62 -
Subtask 1-SM-ADE-EN Binary and Per Label Performance Metrics
Models oot Precision Recall F1 Score
ADE NOADE ADE NOADE ADE NOADE
BioBERT- Binary 074 091 078 08 076 090
Base Per label 072 100 076 099 074 099
( Prompt Engineer )- .( Fine-mnirgTed'miqUS} ROBERTa- Binary 073 093 083 08 078 090
Large Per label 0.71 1.00 0.77 0.99 0.74 0.99

- Binary 047 047 020 091 028 082
One-shot Learning Hyperparameters GPT35  perlabel 042 098 018 100 025 099
*  Analysis showed reduced *  Fine-tuned for multi-label text Subtask 1-SM-ADE-EN Binary and Per Label Performance Metrics in
accuracy in insight extraction classification ___________DevelopmentDataset ______
= Precision Recall F1 Score

from short, ambiguous tweets. *  MaxEpochs: 10 Models Score ADE NOADE ADE NOADE ADE NO ADE
*  GPT models often over-labeled: J[ * MaxSequence Length:512 BioBERT- Binary 090 097 093 09 092 097
. . Base Per label 0.91 0.97 0.93 0.96 0.92 0.97
% . : St
GPT-3.5 labeled 929 |nst§nces, Leammg Rate: 5e-5 FoRER BT e o oo o
GPT-4.0 labeled 789, while the * BatchSize: 16 Base Per label 085 099 049 100 062 099
e actual ground truth was 400. «  LossFunc.: BCEWithLogitsLoss ROBERTa- Binary 087 093 08 094 08 093
P t Large Per label 084 099 077 100 081 100
romp 5 p— Binary 072 080 053 090 061 085
You are a medical expert analyzmg tweets to check whether the ) Per label 062 099 057 099 060 099
user suffers adverse drug events Binary 052 096 095 061 067 075
**Scenario**: Because every text is from Twitter, the texts GPT4.0 Penabel 048 100 092 098 063 099
are short. Please consider this situation and annotate the
fext with proper labels to check whether the user suffers Exact Match Accuracy Results in Development Dataset
adverse drug events. For instance, users list the adverse drug Models Accuracy Models Accuracy
iggggigngather than express personal experiences of adverse RoBERTa-Base 0.86 GPT3.5-1-shot 0.54
**Your annotating steps are as follows: ** RoBERTa-Large 0.87 GPT3.5-scenario 0.69
1. Check whether the user lists the adverse drug effects BioBERT-Base 0.85 GPT4.0-1-shot 0.61
iy Hion Grprenolng Porpeml CIPERGNEED 6F EEEe BioBERT-Large 0.86 GPT4.0-scenario 0.70

GPT3.5-fintune 0.85

2 Check whether this tweet's user suffers from adverse drug ____________________________GPT3.Sfintune __085 ___
SV lhecx the symptoms in these 22 symptoms listed below.
"*Ycuz annotation should be in the following format:** lusi = 5
B e v e e B Brats G Tetiend af
]]:J.kS)ting B Eewers e Oy, CHESNE Chbh o Gomatpemig Conclusions and Contributions
abe -
2. If the user doesn t suffer from the symptom in the tweet, Expanded dataset with GPT-3.5 boosts RoBERTa accuracy from 0.76 0 0.86.
autput with \"None\" Refined prompts for tweets, increasing GPT4.0accuracy to 0.70.
*Symptom Labels**:

15* *  BioBERT excels in drug event extraction; GPT one-shot learning shows limits.

nausea, diarrhea, .., rash, stomatitis

**Here is some annotate example for yo base on. We proposed two critical elements, PromptEnglneerand Fine-Tuning Techniques |

Text: I finished C due to side effects of the contrast dye. I GPT-4.0showi thanced per

was feeling kind of sick and nausea was getting worse, so I

thought it would be tough, but this morning my chest hurts. ACKNOWLEDGMENT

éeré\aggén% ﬁgvgoztgo&: 12?@152%1%oﬁggrggsttﬁggg}l‘té i Chilo This research was supported in part by the National Science and Technology Council (NSTC),

abel nausea, pain Taiwan, under grants MOST 110-2410-H-305-013-MY2, NSTC 112- 2425-H-305-002-, and NSTC 112-
er 22 samples for GPT to know. '’ 2627-M-038-001-, and National Taipei University (NTPU), Taiwan under grants 112-NTPU-ORDA-F-

003, 112- NTPU-ORDA-F-004, USTP-NTPU-TMU-112-01, NTPU-112A413E01, and NTPU-112A513E01.

Information Management, NationalaiperUniversity s

| 3 % Ir K

lational Taipei University

24



EEE 2024 G

@.ﬁ.!: :n;.xyﬁ

lllllllllllllllllll

Generative Al in
Multimodal Cross-Lingual Dialogue System for
Inclusive Communlcatlon Support

Vidhya Nataraj Wen-Hsuan Liao  Yue-Shan Chang Chen-Yu Chiang  Chao-Yin Lin Yu-An Lin Min-Yuh Day*

* myday@gm.ntpu.edu.tw

Institute of Information Management,
National Taipei University, Taiwan

25
IEEE EM-RITE 2024, IEEE IRI 2024, San Jose, CA, USA, August 7-9, 2024


http://www.mis.ntpu.edu.tw/en/
mailto:myday@gm.ntpu.edu.tw

R (
111 2024 \(ﬁu
wmompr - Smart City Large Language Model Agent System 2%z

i

Min-Yuh Day * Xin-Ting Lu Xu-Yu Lan Bor-Jen Chen

* myday@gm.ntpu.edu.tw

Institute of Information Management,
National Taipei University, Taiwan

26


http://www.mis.ntpu.edu.tw/en/
mailto:myday@gm.ntpu.edu.tw

_ = ] TAIPE| ]
w I\ BES®1u V191 Fintech and Green Finance Center (FGFC), (=
S s 11/01.02 o,

NTPU CIEX T
FA-SDGsE

Fintech Green Finance for Carbon Market Index,
Corporate Finance, and Environmental Policies

(SRR G S RN BT IR IS RS R RS SR )
55 & ) By

SN 7 . R
TNy | e
=5EE pieZi SRR =R~

EEMEUR #at REIZUR EEREMEIIR R ZRENERUR EEPTENEEIR
MAPOLEE HARPOEIERE HRFLHATR HRPOLREBEAR WARPLESBHAR

http://www.aacsb.ntpu.edu.tw/fintech/

27


http://www.aacsb.ntpu.edu.tw/fintech/

Summary

*Overview of ESG

* Environmental, Social, Governance
*Challenges in ESG Data Analytics

* Fragmented, Unstructured, Diverse
* Generative Al as a Solution

*Synthesis, Reporting, and Prediction
* Sustainability Innovation
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4. Metaverse Al Multimodal Cross-Language Task-Oriented Dialogue System
* ATEC Group, Fintech and Green Finance Center (FGFC, NTPU), NTPU-112A413EO01, 3 Years (2023/05/01~2026/04/30)

5. Generative Al-Driven ESG Report Generation Technology
» Industrial Technology Research Institute (ITRI), Fintech and Green Finance Center (FGFC, NTPU), NTPU-113A513E01, 2024/03/01~2024/12/31

6. Establishment and Implement of Smart Assistive Technology for Dementia Care and Its Socio-Economic Impacts
(3/3). Intelligent, individualized and precise care with smart AT and system integration
* NSTC, 113-2627-M-038-001-, 2024/08/01~2025/07/31

7. Prospective longitudinal study on peri-implant bone loss associated with peri-implantitis
e USTP (NTPU, TMU), USTP-NTPU-TMU-113-03, 2024/01/01~2024/12/31
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