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Course Syllabus
National Taipei University

Academic Year 111, 1st Semester (Fall 2022)
• Course Title: Artificial Intelligence 
• Instructor: Min-Yuh Day
• Course Class: MBA, IM, NTPU (3 Credits, Elective) 
• Details
• In-Class and Distance Learning EMI Course 

(3 Credits, Elective, One Semester) (M6132)
• Time & Place: Wed, 2, 3, 4, (9:10-12:00) (B8F40)
• Google Meet: https://meet.google.com/miy-fbif-max
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Course Objectives

1. Understand the fundamental concepts and research 
issues of Artificial Intelligence.

2. Equip with Hands-on practices of Artificial Intelligence.
3. Conduct information systems research in the context of 

Artificial Intelligence.
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Course Outline
• This course introduces the fundamental concepts, research issues, and hands-on practices of 

Artificial Intelligence. 
• Topics include:

1. Introduction to Artificial Intelligence
2. Artificial Intelligence and Intelligent Agents
3. Problem Solving
4. Knowledge, Reasoning and Knowledge Representation, Uncertain Knowledge and 

Reasoning
5. Machine Learning: Supervised and Unsupervised Learning
6. The Theory of Learning and Ensemble Learning
7. Deep Learning, Reinforcement Learning
8. Deep Learning for Natural Language Processing
9. Computer Vision and Robotics
10. Philosophy and Ethics of AI and the Future of AI
11. Case Study on AI
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Core Competence

• Exploring new knowledge in information technology, 
system development and application  80 %

• Internet marketing planning ability  10 %

• Thesis writing and independent research skills  10 %
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Four Fundamental Qualities
• Professionalism
• Creative thinking and Problem-solving 40 %
• Comprehensive Integration 30 %

• Interpersonal Relationship
• Communication and Coordination 5 %
• Teamwork 5 %

• Ethics
• Honesty and Integrity 5 %
• Self-Esteem and Self-reflection 5 %

• International Vision
• Caring for Diversity 5 %
• Interdisciplinary Vision 5 %
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College Learning Goals

•Ethics/Corporate Social Responsibility
•Global Knowledge/Awareness
•Communication
•Analytical and Critical Thinking
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Department Learning Goals

•Information Technologies and 
System Development Capabilities
•Internet Marketing Management Capabilities
•Research capabilities
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Syllabus
Week    Date    Subject/Topics

1  2022/09/14  Introduction to Artificial Intelligence

2  2022/09/21  Artificial Intelligence and Intelligent Agents

3  2022/09/28  Problem Solving

4  2022/10/05  Knowledge, Reasoning and Knowledge Representation;
Uncertain Knowledge and Reasoning

5  2022/10/12  Case Study on Artificial Intelligence I 

6  2022/10/19  Machine Learning: Supervised and Unsupervised Learning
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Syllabus
Week    Date    Subject/Topics

7  2022/10/26  The Theory of Learning and Ensemble Learning 

8  2022/11/02  Midterm Project Report 

9  2022/11/09  Deep Learning and Reinforcement Learning 

10  2022/11/16  Deep Learning for Natural Language Processing  

11  2022/11/23  Invited Talk: AI for Information Retrieval  

12  2022/11/30  Case Study on Artificial Intelligence II
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Syllabus
Week    Date    Subject/Topics

13  2022/12/07  Computer Vision and Robotics 

14  2022/12/14  Philosophy and Ethics of AI and the Future of AI 

15  2022/12/21  Final Project Report I 

16  2022/12/28  Final Project Report II 

17  2023/01/04  Self-learning 

18  2023/01/11  Self-learning
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Teaching Methods and Activities

• Lecture
• Discussion
• Practicum
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Evaluation Methods

• Individual Presentation 30 %
• Group Presentation 30 %
• Case Report 20 %

• Class Participation 10 %
• Assignment 10 %
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Required Texts
Stuart Russell and Peter Norvig (2020), 

Artificial Intelligence: A Modern Approach, 
4th Edition, Pearson.

15https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/

https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/


Reference Books
• Aurélien Géron (2019), Hands-On Machine Learning with Scikit-

Learn, Keras, and TensorFlow: Concepts, Tools, and Techniques 
to Build Intelligent Systems, 2nd Edition, O’Reilly Media.
• Steven D'Ascoli (2022), Artificial Intelligence and Deep Learning 

with Python: Every Line of Code Explained For Readers New to 
AI and New to Python, Independently published.
• Nithin Buduma, Nikhil Buduma, Joe Papa (2022), Fundamentals 

of Deep Learning: Designing Next-Generation Machine 
Intelligence Algorithms, 2nd Edition, O'Reilly Media.
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Stuart Russell and Peter Norvig (2020), 
Artificial Intelligence: A Modern Approach, 

4th Edition, Pearson

17
Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/

https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/


18Source: https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/

Aurélien Géron (2019), 
Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow: 

Concepts, Tools, and Techniques to Build Intelligent Systems, 
2nd Edition, O’Reilly Media, 2019

https://github.com/ageron/handson-ml2

https://www.amazon.com/Hands-Machine-Learning-Scikit-Learn-TensorFlow/dp/1492032646/
https://github.com/ageron/handson-ml2


Hands-On Machine Learning with 
Scikit-Learn, Keras, and TensorFlow

19

Notebooks
1.The Machine Learning landscape
2.End-to-end Machine Learning project
3.Classification
4.Training Models
5.Support Vector Machines
6.Decision Trees
7.Ensemble Learning and Random Forests
8.Dimensionality Reduction
9.Unsupervised Learning Techniques
10.Artificial Neural Nets with Keras
11.Training Deep Neural Networks
12.Custom Models and Training with TensorFlow
13.Loading and Preprocessing Data
14.Deep Computer Vision Using Convolutional Neural Networks
15.Processing Sequences Using RNNs and CNNs
16.Natural Language Processing with RNNs and Attention
17.Representation Learning Using Autoencoders
18.Reinforcement Learning
19.Training and Deploying TensorFlow Models at Scale

https://github.com/ageron/handson-ml2

https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/01_the_machine_learning_landscape.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/02_end_to_end_machine_learning_project.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/03_classification.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/04_training_linear_models.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/05_support_vector_machines.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/06_decision_trees.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/07_ensemble_learning_and_random_forests.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/08_dimensionality_reduction.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/09_unsupervised_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/10_neural_nets_with_keras.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/11_training_deep_neural_networks.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/12_custom_models_and_training_with_tensorflow.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/13_loading_and_preprocessing_data.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/14_deep_computer_vision_with_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/15_processing_sequences_using_rnns_and_cnns.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/16_nlp_with_rnns_and_attention.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/17_autoencoders.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/18_reinforcement_learning.ipynb
https://nbviewer.jupyter.org/github/ageron/handson-ml2/blob/master/19_training_and_deploying_at_scale.ipynb
https://github.com/ageron/handson-ml2


Steven D'Ascoli (2022), 

Artificial Intelligence and Deep Learning with Python: 
Every Line of Code Explained For Readers New to AI and New to Python, 

Independently published.

20Source: https://www.amazon.com/Artificial-Intelligence-Deep-Learning-Python/dp/B09QNZBZMN/

https://www.amazon.com/Artificial-Intelligence-Deep-Learning-Python/dp/B09QNZBZMN/


Nithin Buduma, Nikhil Buduma, Joe Papa (2022), 
Fundamentals of Deep Learning: 

Designing Next-Generation Machine Intelligence Algorithms, 
2nd Edition, O'Reilly Media.

21Source: https://www.amazon.com/Fundamentals-Deep-Learning-Next-Generation-Intelligence/dp/149208218X/

https://www.amazon.com/Fundamentals-Deep-Learning-Next-Generation-Intelligence/dp/149208218X/


Artificial Intelligence 
(AI) 
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AI, Big Data, Cloud Computing
Evolution of Decision Support, 

Business Intelligence, and Analytics
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 Chapter 1  • An Overview of Business Intelligence, Analytics, and Data Science  39

Evolution of Computerized Decision Support  
to Analytics/Data Science

The timeline in Figure 1.8 shows the terminology used to describe analytics since the 
1970s. During the 1970s, the primary focus of information systems support for decision 
making focused on providing structured, periodic reports that a manager could use for 
decision making (or ignore them). Businesses began to create routine reports to inform 
decision makers (managers) about what had happened in the previous period (e.g., day, 
week, month, quarter). Although it was useful to know what had happened in the past, 
managers needed more than this: They needed a variety of reports at different levels 
of granularity to better understand and address changing needs and challenges of the 
business. These were usually called management information systems (MIS). In the early 
1970s, Scott-Morton first articulated the major concepts of DSS. He defined DSSs as “inter-
active computer-based systems, which help decision makers utilize data and models to 
solve unstructured problems” (Gorry and Scott-Morton, 1971). The following is another 
classic DSS definition, provided by Keen and Scott-Morton (1978):

Decision support systems couple the intellectual resources of individuals with the capabilities 
of the computer to improve the quality of decisions. It is a computer-based support system 
for management decision makers who deal with semistructured problems.

Note that the term decision support system, like management information system 
and several other terms in the field of IT, is a content-free expression (i.e., it means dif-
ferent things to different people). Therefore, there is no universally accepted definition 
of DSS.

During the early days of analytics, data was often obtained from the domain experts 
using manual processes (i.e., interviews and surveys) to build mathematical or knowledge-
based models to solve constrained optimization problems. The idea was to do the best 
with limited resources. Such decision support models were typically called operations 
research (OR). The problems that were too complex to solve optimally (using linear or 
nonlinear mathematical programming techniques) were tackled using heuristic methods 
such as simulation models. (We will introduce these as prescriptive analytics later in this 
chapter and in a bit more detail in Chapter 6.)

In the late 1970s and early 1980s, in addition to the mature OR models that were 
being used in many industries and government systems, a new and exciting line of mod-
els had emerged: rule-based expert systems. These systems promised to capture experts’ 
knowledge in a format that computers could process (via a collection of if–then–else rules 
or heuristics) so that these could be used for consultation much the same way that one 

1.3 
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FIGURE 1.8 Evolution of  Decision Support, Business Intelligence, and Analytics.
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Artificial Intelligence (A.I.) Timeline 

24Source: https://digitalintelligencetoday.com/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/



The Rise of AI

25
Source: DHL (2018), Artificial Intelligence in Logistics,  

http://www.globalhha.com/doclib/data/upload/doc_con/5e50c53c5bf67.pdf/

1.1  Origin & Definition of AI

Artificial intelligence (AI) is not new. The term was coined 

in 1956 by John McCarthy, a Stanford computer science 

professor who organized an academic conference on the 

topic at Dartmouth College in the summer of that year. 

The field of AI has gone through a series of boom-bust 

cycles since then, characterized by technological break-

throughs that stirred activity and excitement about the 

topic, followed by subsequent periods of disillusionment 

and disinterest known as 'AI Winters' as technical limita-

tions were discovered. As you can see in figure 1, today  

we are once again in an 'AI Spring'.

Artificial intelligence can be defined as human intelligence 

exhibited by machines; systems that approximate, mimic, 

replicate, automate, and eventually improve on human 

thinking. Throughout the past half-century a few key com-

ponents of AI were established as essential: the ability to 

perceive, understand, learn, problem solve, and reason. 

Countless working definitions of AI have been proposed 

over the years but the unifying thread in all of them is  

1 UNDERSTANDING ARTIFICIAL INTELLIGENCE

Understanding Arti!cial Intelligence 3

that computers with the right software can be used to 

solve the kind of problems that humans solve, interact 

with humans and the world as humans do, and create  

ideas like humans. In other words, while the mechanisms 

that give rise to AI are ‘artificial’, the intelligence to which 

AI is intended to approximate is indistinguishable from 

human intelligence. In the early days of the science, pro-

cessing inputs from the outside world required extensive 

programming, which limited early AI systems to a very 

narrow set of inputs and conditions. However since then, 

computer science has worked to advance the capability of 

AI-enabled computing systems.

Board games have long been a proving ground for AI 

research, as they typically involve a finite number of 

players, rules, objectives, and possible moves. This essen-

tially means that games – one by one, including checkers, 

backgammon, and even Jeopardy! to name a few – have 

been taken over by AI. Most famously, in 1997 IBM’s Deep 

Blue defeated Garry Kasparov, the then reigning world 

champion of chess. This trajectory persists with the ancient 

Chinese game of Go, and the defeat of reigning world 

champion Lee Sedol by DeepMind’s AlphaGo in March 2016.

Figure 1: An AI timeline; Source: Lavenda, D. / Marsden, P.

AI is born Focus on speci!c intelligence Focus on speci!c problems
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THE RISE OF AI



Artificial Intelligence in Medicine

26Source: Vivek Kaul, Sarah Enslin, and Seth A. Gross (2020), "The history of artificial intelligence in medicine." Gastrointestinal endoscopy..



Definition 
of 

Artificial Intelligence 
(A.I.) 
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Artificial Intelligence 

“… the science and 
engineering

of 
making 

intelligent machines” 
(John McCarthy, 1955)

28Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… technology that 
thinks and acts 
like humans”

29Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



Artificial Intelligence 

“… intelligence
exhibited by machines

or software”
30Source: https://digitalintelligencetoday.com/artificial-intelligence-defined-useful-list-of-popular-definitions-from-business-and-science/



4 Approaches of AI

31

Thinking Humanly Thinking Rationally

Acting Humanly Acting Rationally

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



4 Approaches of AI

32

2.
Thinking Humanly: 

The Cognitive
Modeling Approach

3. 
Thinking Rationally:
The “Laws of Thought” 

Approach

1.
Acting Humanly:

The Turing Test 
Approach (1950)

4. 
Acting Rationally:

The Rational Agent 
Approach

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



AI Acting Humanly:
The Turing Test Approach

(Alan Turing, 1950)

• Knowledge Representation
• Automated Reasoning
•Machine Learning (ML)
• Deep Learning (DL)

• Computer Vision (Image, Video)
• Natural Language Processing (NLP)
• Robotics

33Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



1. Artificial Intelligence
2. Problem Solving
3. Knowledge and Reasoning
4. Uncertain Knowledge and Reasoning
5. Machine Learning
6. Communicating, Perceiving, and Acting
7. Philosophy and Ethics of AI

34Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

Artificial Intelligence: 
A Modern Approach 



35Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

Artificial Intelligence: 
Intelligent Agents



•Solving Problems by Searching
•Search in Complex Environments
•Adversarial Search and Games
•Constraint Satisfaction Problems

36Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

Artificial Intelligence: 
2. Problem Solving



•Logical Agents
•First-Order Logic
•Inference in First-Order Logic
•Knowledge Representation
•Automated Planning

37Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

Artificial Intelligence: 
3. Knowledge and Reasoning



•Quantifying Uncertainty
•Probabilistic Reasoning
•Probabilistic Reasoning over Time
•Probabilistic Programming
•Making Simple Decisions
•Making Complex Decisions
•Multiagent Decision Making

38Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

Artificial Intelligence: 
4. Uncertain Knowledge and Reasoning



•Learning from Examples
•Learning Probabilistic Models
•Deep Learning
•Reinforcement Learning

39Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

Artificial Intelligence: 
5. Machine Learning



•Natural Language Processing
•Deep Learning for Natural Language 
Processing
•Computer Vision
•Robotics

40Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

Artificial Intelligence: 
6. Communicating, Perceiving, and Acting



41Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

Artificial Intelligence: 
Philosophy and Ethics of AI

The Future of AI



Artificial Intelligence
Machine Learning & Deep Learning

42Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/



AI, ML, DL

43Source: https://leonardoaraujosantos.gitbooks.io/artificial-inteligence/content/deep_learning.html
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GAN
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Reinforcement 
Learning



3 Machine Learning Algorithms

44Source: Enrico Galimberti, http://blogs.teradata.com/data-points/tree-machine-learning-algorithms/



Machine Learning (ML)

45Source: https://www.mactores.com/services/aws-big-data-machine-learning-cognitive-services/



Machine Learning (ML) / Deep Learning (DL)

46
Source: Jesus Serrano-Guerrero, Jose A. Olivas, Francisco P. Romero, and Enrique Herrera-Viedma (2015), 

"Sentiment analysis: A review and comparative analysis of web services," Information Sciences, 311, pp. 18-38.

Machine 
Learning

(ML)

Supervised 
Learning

Unsupervised 
Learning

Decision Tree 
Classifiers

Linear 
Classifiers

Rule-based 
Classifiers

Probabilistic 
Classifiers

Support Vector 
Machine (SVM)

Deep Learning 
(DL)

Neural Network 
(NN)

Bayesian 
Network (BN)

Maximum 
Entropy (ME)

Naïve Bayes 
(NB)

Reinforcement  
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AI for Text Analytics

47
Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),  Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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Hugging Face

https://huggingface.co/

https://huggingface.co/


The Transformers Timeline

49Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.

2017 2018 2019 2020 2021

Transformer GPT GPT-2 DistrilBERT GPT-3

T5
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ULMFit BERT RoBERTa XLM-R DeBERTa GPT-Neo

2022



Transformer Models

50Source: Lewis Tunstall, Leandro von Werra, and Thomas Wolf (2022), Natural Language Processing with Transformers:  Building Language Applications with Hugging Face,  O'Reilly Media.

Encoder Decoder

T5

BART

M2M-100

BigBird

BERTDistilBERT

RoBERTa

XLM

ALBERT

ELECTRA

DeBERTa

XLM-R

GPT

GPT-2 CTRL

GPT-3

GPT-Neo GPT-J

Transformer



Transformer (Attention is All You Need) 
(Vaswani et al., 2017)

51Source: Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz Kaiser, and Illia Polosukhin. 
"Attention is all you need." In Advances in neural information processing systems, pp. 5998-6008. 2017.



BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding

52
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

BERT (Bidirectional Encoder Representations from Transformers)
Overall pre-training and fine-tuning procedures for BERT



53
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Different Tasks



54
Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805

Sentiment Analysis: 
Single Sentence Classification
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Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on 
Question Answering (QA)
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Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)
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Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). 

"Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805.

Fine-tuning BERT on Dialogue
Slot Filling (SF)



Task-Oriented Dialogue (ToD) System
Speech, Text, NLP

58Source: Razumovskaia, Evgeniia, Goran Glavas, Olga Majewska, Edoardo M. Ponti, Anna Korhonen, and Ivan Vulic. 
"Crossing the conversational chasm: A primer on natural language processing for multilingual task-oriented dialogue systems." Journal of Artificial Intelligence Research 74 (2022): 1351-1402.



wav2vec 2.0: 
A framework for self-supervised learning of speech representations

59Source: Baevski, Alexei, Yuhao Zhou, Abdelrahman Mohamed, and Michael Auli. 
"wav2vec 2.0: A framework for self-supervised learning of speech representations." Advances in Neural Information Processing Systems 33 (2020): 12449-12460.



Computer Vision: 
Image Classification, Object Detection, 

Object Instance Segmentation

60
Source: DHL (2018), Artificial Intelligence in Logistics,  

http://www.globalhha.com/doclib/data/upload/doc_con/5e50c53c5bf67.pdf/



Computer Vision: Object Detection

61
Source: Li Liu, Wanli Ouyang, Xiaogang Wang, Paul Fieguth, Jie Chen, Xinwang Liu, and Matti Pietikäinen. "Deep learning for generic object 

detection: A survey." International journal of computer vision 128, no. 2 (2020): 261-318.



YOLOv7: 
Trainable bag-of-freebies sets new state-of-the-art for real-time object detectors

62Source: Wang, Chien-Yao, Alexey Bochkovskiy, and Hong-Yuan Mark Liao. 
"YOLOv7: Trainable bag-of-freebies sets new state-of-the-art for real-time object detectors." arXiv preprint arXiv:2207.02696 (2022).



NLG from a Multilingual, 
Multimodal and Multi-task perspective

63Source: Erdem, Erkut, Menekse Kuyu, Semih Yagcioglu, Anette Frank, Letitia Parcalabescu, Barbara Plank, Andrii Babii et al. 
"Neural Natural Language Generation: A Survey on Multilinguality, Multimodality, Controllability and Learning." Journal of Artificial Intelligence Research 73 (2022): 1131-1207.



Text-and-Video Dialog Generation Models 
with Hierarchical Attention

64Source: Erdem, Erkut, Menekse Kuyu, Semih Yagcioglu, Anette Frank, Letitia Parcalabescu, Barbara Plank, Andrii Babii et al. 
"Neural Natural Language Generation: A Survey on Multilinguality, Multimodality, Controllability and Learning." Journal of Artificial Intelligence Research 73 (2022): 1131-1207.



Multimodal Few-Shot Learning with 
Frozen Language Models
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Source: Maria Tsimpoukelli, Jacob L. Menick, Serkan Cabi, S. M. Eslami, Oriol Vinyals, and Felix Hill (2021). "Multimodal few-shot learning with frozen language models." 

Advances in Neural Information Processing Systems 34 (2021): 200-212.

Curated samples with about five seeds required to get past well-known language model failure modes of either repeating 
text for the prompt or emitting text that does not pertain to the image. 
These samples demonstrate the ability to generate open-ended outputs that adapt to both images and text, and to make 
use of facts that it has learned during language-only pre-training.



Tom Lawry (2020), 
AI in Health: 

A Leader’s Guide to Winning in the New Age of Intelligent Health Systems, 
HIMSS Publishing

66
Source: Tom Lawry (2020), AI in Health: A Leader’s Guide to Winning in the New Age of Intelligent Health Systems, HIMSS Publishing

https://www.amazon.com/Health-HIMSS-Book-Tom-Lawry/dp/0367333716/
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AI in Healthcare

67Source: Secinaro, Silvana, Davide Calandra, Aurelio Secinaro, Vivek Muthurangu, and Paolo Biancone. "The role of artificial intelligence in healthcare: a structured literature review." BMC Medical Informatics and Decision Making 21, no. 1 (2021): 1-23.



FinBrain: when Finance meets AI 2.0
(Zheng et al., 2019)

68
Source: Xiao-lin Zheng, Meng-ying Zhu, Qi-bing Li, Chao-chao Chen, and Yan-chao Tan (2019), "Finbrain: When finance meets AI 2.0." 

Frontiers of Information Technology & Electronic Engineering 20, no. 7, pp. 914-924



Technology-driven 
Financial Industry Development

Development 
stage

Driving 
technology 

Main landscape Inclusive 
finance

Relationship 
between 
technology 
and finance

Fintech 1.0 
(financial IT)

Computer Credit card, ATM, 
and CRMS

Low Technology as a 
tool

Fintech 2.0 
(Internet finance)

Mobile 
Internet

Marketplace 
lending, third-party 
payment, 
crowdfunding, and 
Internet insurance

Medium Technology-
driven change

Fintech 3.0 
(financial 
intelligence)

AI, Big Data, 
Cloud 
Computing, 
Blockchain

Intelligent finance High Deep fusion
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Source: Xiao-lin Zheng, Meng-ying Zhu, Qi-bing Li, Chao-chao Chen, and Yan-chao Tan (2019), "Finbrain: When finance meets AI 2.0." 

Frontiers of Information Technology & Electronic Engineering 20, no. 7, pp. 914-924



DALL-E 2
AI system that can create realistic images and art 

from a description in natural language
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Deep learning for 
financial applications: 

A survey
Applied Soft Computing (2020)
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Source: 
Ahmet Murat Ozbayoglu, Mehmet Ugur Gudelek, and Omer Berat Sezer (2020). "Deep 

learning for financial applications: A survey." 
Applied Soft Computing (2020): 106384.



Financial 
time series forecasting with 

deep learning: 
A systematic literature review: 

2005–2019
Applied Soft Computing (2020)
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Source: 
Omer Berat Sezer, Mehmet Ugur Gudelek, and Ahmet Murat Ozbayoglu (2020), 

"Financial time series forecasting with deep learning: A systematic literature review: 
2005–2019." Applied Soft Computing 90 (2020): 106181.



Deep learning for financial applications: 
Topic-Model Heatmap
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Computing (2020): 106384.
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Fig. 9. The histogram of publication count in model types.

Fig. 10. Topic-model heatmap.

the model-topic heatmap, in this case, we saw a distinction
between the associations. Even though price data and technical
indicators have been very popular for most of the research areas
that are involved with time series forecasting, like algorithmic
trading, portfolio management, financial sentiment analysis and
financial text mining, the studies that had more significant spatial
characteristics like risk assessment and fraud detection did not
depend much on these temporal features. One other noteworthy
difference came up with the adaptation of text related features.
Highly text-based applications like financial sentiment analysis,
financial text mining, risk assessment and fraud detection pre-
ferred to use features like text (extracted from tweets, news or
financial data) and sentiments during their model development
and implementation. However, the temporal characteristics of
the financial time series data were also important for financial
sentiment analysis and financial text mining, since a significant
portion of these models were integrated into algorithmic trading
systems.

Fig. 12 elaborates on the distribution of the dataset types for
the research areas through a dataset-topic heatmap. If we analyze

the heatmap, we see similarities with the feature-topic associa-
tions. However, this time, we had three main clusters of dataset
types, the first one being the temporal datasets like Stock, Index,
ETF, Cryptocurrency, Forex and Commodity price datasets, and
the second one being the text-based datasets like News, Tweets,
Microblogs and Financial Reports, and the last one being the
datasets that had both numeric and textual components like Con-
sumer Data, Credit Data and Financial Reports from companies or
analysts. As far as the dataset vs. application area associations are
concerned, these three main clusters were distributed as follows:
Stock, Index, Cryptocurrency, ETF datasets were used almost in
every application area except Risk Assessment and Fraud Detec-
tion which had less of temporal properties. Meanwhile, Credit
Data, Financial Reports and Consumer Data were particularly
used by these two application areas, namely Risk Assessment
and Fraud Detection. Lastly, pure text based datasets like news,
tweets, microblogs were preferred by Financial Sentiment Analy-
sis and Financial Text Mining studies. However, as was the case in
the feature-topic associations, temporal datasets like stock, ETF,
Index price datasets were also used with these studies since some
of them were tied with algorithmic trading models.

6. Discussion and open issues

After reviewing all the publications based on the selected cri-
teria explained in the previous section, we wanted to provide our
findings of the current state-of-the-art situation. Our discussions
are categorized by the DL models and implementation topics.

6.1. Discussions on DL models

It is possible to claim that LSTM is the dominant DL model
that is preferred by most researchers, due to its well-established
structure for financial time series data forecasting. Most of the fi-
nancial implementations have time-varying data representations
requiring regression-type approaches which fits very well for
LSTM and its derivatives due to their easy adaptations to the
problems. As long as the temporal nature of the financial data
remains, LSTM and its related family models will maintain their
popularities.

Meanwhile, CNN based models started getting more traction
among researchers in the last two years. Unlike LSTM, CNN works
better for classification problems and is more suitable for either
non-time varying or static data representations. However, since
most financial data is time-varying, under normal circumstances,
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Fig. 11. Topic-feature heatmap.

Fig. 12. Topic-dataset heatmap.

CNN is not the natural choice for financial applications. However,
in some independent studies, the researchers performed an inno-
vative transformation of 1-D time-varying financial data into 2-D
mostly stationary image-like data to be able to utilize the power
of CNN through adaptive filtering and implicit dimensionality
reduction. This novel approach seems working remarkably well
in complex financial patterns regardless of the application area.
In the future, more examples of such implementations might be
more common; only time will tell.

Another model that has a rising interest is DRL based im-
plementations; in particular, the ones coupled with agent-based
modeling. Even though algorithmic trading is the most preferred
implementation area for such models, it is possible to develop the
working structures for any problem type.

Careful analyses of the reviews indicate in most of the papers
hybrid models are preferred over native models for better ac-
complishments. A lot of researchers configure the topologies and
network parameters for achieving higher performance. However,
there is also the danger of creating more complex hybrid models
that are not easy to build, and their interpretation also might be
difficult.

Through the performance evaluation results, it is possible to
claim that in general terms, DL models outperform ML coun-
terparts when working on the same problems. DL models also
have the advantage of being able to work on larger amount of
data. With the growing expansion of open-source DL libraries
and frameworks, DL model building and development process is
easier than ever.
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Fig. 11. Topic-feature heatmap.

Fig. 12. Topic-dataset heatmap.

CNN is not the natural choice for financial applications. However,
in some independent studies, the researchers performed an inno-
vative transformation of 1-D time-varying financial data into 2-D
mostly stationary image-like data to be able to utilize the power
of CNN through adaptive filtering and implicit dimensionality
reduction. This novel approach seems working remarkably well
in complex financial patterns regardless of the application area.
In the future, more examples of such implementations might be
more common; only time will tell.

Another model that has a rising interest is DRL based im-
plementations; in particular, the ones coupled with agent-based
modeling. Even though algorithmic trading is the most preferred
implementation area for such models, it is possible to develop the
working structures for any problem type.

Careful analyses of the reviews indicate in most of the papers
hybrid models are preferred over native models for better ac-
complishments. A lot of researchers configure the topologies and
network parameters for achieving higher performance. However,
there is also the danger of creating more complex hybrid models
that are not easy to build, and their interpretation also might be
difficult.

Through the performance evaluation results, it is possible to
claim that in general terms, DL models outperform ML coun-
terparts when working on the same problems. DL models also
have the advantage of being able to work on larger amount of
data. With the growing expansion of open-source DL libraries
and frameworks, DL model building and development process is
easier than ever.
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Fig. 7. Topic-model heatmap.

In addition to DMLP, CNN is also a popular choice for
classification-type financial time series forecasting implementa-
tions. Most of these studies appeared within the last 3 years. As
mentioned before, to convert time-varying sequential data into a
more stationary classifiable form, some preprocessing might be
necessary. Even though some 1-D representations exist, the 2-
D implementation for CNN is more common, mostly inherited
through image recognition applications of CNN from computer
vision implementations. In some studies [188,189,193,199,219],
innovative transformations of financial time series data into an
image-like representation have been adapted, and impressive
performances have been achieved. As a result, CNN might in-
crease its share of interest for financial time series forecasting
in the next few years.

As one final note, Fig. 13 shows which frameworks and plat-
forms the researchers and developers used while implementing
their work. We tried our best to extract this information from the
papers. However, we must keep in mind that not every publica-
tion provided their development environment. Also, most papers
did not give details, preventing us from a more thorough compar-
ison chart, i.e, some researchers claimed they used Python, but
no further information was given, while some others mentioned
the use of Keras or TensorFlow, providing more details. Also,
within the ‘‘Other’’ section, the usage of Pytorch has increased
in the last year or so, even though it is not visible from the
chart. Regardless, Python-related tools were the most influential
technologies behind the implementations covered in this survey.

6. Discussion and open issues

From an application perspective, even though financial time
series forecasting has a relatively narrow focus, i.e., the imple-
mentations were mainly based on price or trend prediction, de-
pending on the underlying DL model, very different and versatile
models exist in the literature. We must remember that even

Fig. 8. The histogram of publication count in years.

though financial time series forecasting is a subset of time-series
studies, due to the embedded profit-making expectations from
successful prediction models, some differences exist, such that
higher prediction accuracy sometimes might not reflect a prof-
itable model. Hence, the risk and reward structure must also be
taken into consideration. At this point, we will try to elaborate on
our observations about these differences in various model designs
and implementations.

6.1. DL models for financial time series forecasting

According to the publication statistics, LSTM was the preferred
choice of most researchers for financial time series forecasting.
LSTM and its variations utilized time-varying data with feedback
embedded representations, resulting in higher performances for
time series prediction implementations. Because most financial
data, one way or another, included time-dependent components,
LSTM was the natural choice in financial time series forecasting
problems. Meanwhile, LSTM is a special DL model derived from a
more general classifier family, namely RNN.

Careful analysis of Fig. 11 illustrates the dominance of RNNs
(which mainly consist of LSTM). As a matter of fact, more than
half of the published papers on time series forecasting fall into
the RNN model category. Regardless of its problem type, price,
or trend prediction, the ordinal nature of the data represen-
tation forced researchers to consider RNN, GRU, and LSTM as
viable preferences for their model choices. Hence, RNN models
were chosen, at least for benchmarking, in many studies for
performance comparison with other developed models.

Meanwhile, other models were also used for time series fore-
casting problems. Among those, DMLP had the most interest due
to the market dominance of its shallow cousin (MLP) and its wide
acceptance and long history within ML society. However, there is
a fundamental difference in how DMLP- and RNN-based models
were used for financial time series prediction problems.

DMLP fits well for both regression and classification problems.
However, in general, data order independence must be preserved
to better utilize the internal working dynamics of such networks,
even though some adjustments can be made through the learning
algorithm configuration. In most cases, either trend components
of the data need to be removed from the underlying time series or
some data transformations might be needed so that the resulting
data becomes stationary. Regardless, some careful preprocessing
might be necessary for a DMLP model to be successful. In contrast,
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Python in Google Colab (Python101)
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Teaching
• Artificial Intelligence

• Spring 2021, Fall 2022
• Artificial Intelligence in Finance and Quantitative

• Fall 2021, Fall 2022
• Software Engineering

• Fall 2020, Fall, 2021, Spring 2022, Spring 2023
• Artificial Intelligence for Text Analytics

• Spring 2022
• Data Mining

• Spring 2021

• Big Data Analytics
• Fall 2020

• Foundation of Business Cloud Computing
• Spring 2021, Spring 2022, Spring 2023
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Research Project
• Applying AI technology to construct knowledge graphs of cryptocurrency anti-money 

laundering: a few-shot learning model
• MOST, 110-2410-H-305-013-MY2, 2021/08/01~2023/07/31 

• Deepen Corporate Sustainability: Enhance the Performance of Corporate Sustainability 
from AI, Financial, and Strategic Perspectives. AI for Corporate Sustainability Assessment 
and Cross Language Corporate Sustainability Reports Generative Mode
• NTPU, 111-NTPU_ORDA-F-001，2022/01/01~2022/12/31

• Artificial intelligence methods applied for analyzing the introduction of technological 
innovation: Patent text analysis and image analysis. Artificial Intelligence for FinTech 
Knowledge Graph from Patent Textual Analytics
• NTPU, 111-NTPU_ORDA-F-003, 2022/01/01~2022/12/31

• Establishment and Implement of Smart Assistive Technology for Dementia Care and Its 
Socio-Economic Impacts. Intelligent, individualized and precise care with smart AT and 
system integration
• MOST, 111-2627-M-038-001-, 2022/08/01~2023/07/31 
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Summary
• This course introduces the fundamental concepts, research issues, and hands-on practices of 

Artificial Intelligence. 
• Topics include:

1. Introduction to Artificial Intelligence
2. Artificial Intelligence and Intelligent Agents
3. Problem Solving
4. Knowledge, Reasoning and Knowledge Representation, Uncertain Knowledge and 

Reasoning
5. Machine Learning: Supervised and Unsupervised Learning
6. The Theory of Learning and Ensemble Learning
7. Deep Learning, Reinforcement Learning
8. Deep Learning for Natural Language Processing
9. Computer Vision and Robotics
10. Philosophy and Ethics of AI and the Future of AI
11. Case Study on AI
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