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7 2024/10/22 The Theory of Learning and Ensemble Learning
8 2024/10/29 Midterm Project Report
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11 2024/11/19 Case Study on Artificial Intelligence Il

12 2024/11/26 Deep Learning for Natural Language Processing
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Computer Vision
and
Robotics




Outline

* Computer Vision
* Classifying Images
* Detecting Objects
* The 3D World
* Robotics
* Robotic Perception
* Planning and Control
* Planning Uncertain Movements
* Reinforcement Learning in Robotics



Stuart Russell and Peter Norvig (2020),
Artificial Intelligence: A Modern Approach,

4th Edition, Pearson

Russell BAFTicIal Intelligence
Norvig A Modern Approach

P Fourth Edition

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/
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Artificial Intelligence:
A Modern Approach

. Artificial Intelligence

. Problem Solving

. Knowledge and Reasoning

. Uncertain Knowledge and Reasoning

. Machine Learning

. Communicating, Perceiving, and Acting
. Philosophy and Ethics of Al



Artificial Intelligence:
Communicating,
perceiving,
and acting

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



Artificial Intelligence:
6. Communicating, Perceiving, and Acting

* Natural Language Processing
* Deep Learning for Natural Language Processing
* Computer Vision

* Robotics
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Artificial Intelligence:
Computer Vision

* Image Formation

* Simple Image Features
* Classifying Images

* Detecting Objects

* The 3D World

* Using Computer Vision
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Artificial Intelligence:
Robotics

* Robots

* Robotic Perception

* Planning and Control

* Planning Uncertain Movements

* Reinforcement Learning in Robotics

* Humans and Robots
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Reinforcement Learning (DL)

Agent

{ EnvironmentJ




Reinforcement Learning (DL)

1 observation 2 action
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3 reward T

Environment
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Reinforcement Learning (DL)
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Agents interact with environments
through sensors and actuators

/Px gent Sensors s

' Percepts
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Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

* Knowledge Representation
* Automated Reasoning
* Machine Learning (ML)
* Deep Learning (DL)
 Computer Vision (Image, Video)
* Natural Language Processing (NLP)
* Robotics

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Artificial Intelligence:
Communicating, Perceiving, and Acting

* Computer vision and speech recognition
*to perceive the world
* Robotics

*to manipulate objects and move about



Key Enabling Technologies of the Metaverse
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Primary Technical Aspects in the Metaverse

Al with ML algorithms and DL architectures
is advancing the user experience in the virtual world

Language modeling
o/ Word prediction

Neural Text-to-speech processing
Interface NLP Semantic labeling

Brain-computer interface
Invasive and non-invasive signals
Mental state analysis

Object detection and segmentation
Image restoration and enhancement
Pose estimation and action recognition

Data-driven modeling
Physical-digital view integration
Analysis-monitoring-prediction-simulation

PR Metaverse's
i Techniques

Virtual reality
Augmented reality
{ Mixed reality

Ultra-reliable and low-latency communications
Multi-access edge computing
Intelligent spectrum utilization

Data collection and sharing
| Data storage and management
- Data security and privacy
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Al for the Metaverse in the Application Aspects

healthcare, manufacturing, smart cities, gaming
E-commerce, human resources, real estate, and DeFi

E-commerce

Development of virtual stores

Shopping experience improvement
Personalizing customer experience

Shopping behavior analysis and understanding

Physical activity recognition

Sensor-based fall detection

Lesion segmentation in breast image
Non-rigid heart motion estimation

Living assistance and risk awareness
Virtual health centers and hospital
Treatment planning and educative training

Shortening product lifecycle

Machine condition supervision

Fault detection and diagnosis

Production line optimization
Manufacturing scalability and compatibility
Make-to-order manufacturing enterprise
virtual entities for operating transparency

DefFi Human Resource

Virtual job fairs

Immersive recruitment experience

Revolution of working style and workplace
Virtual meeting platform supporting metaverse

Cryptocurrency-based financial platform
Leaning, borrowing, farming, and staking
Decentralized exchange and application
Trading products and NFT using crypto

Metaverse's |
Applications

Console, mobile, and PC gaming platforms
Al-assisted game store telling

Procedural content creation

Tactical planning for Al agent

Immersive gamming experience evaluation
Al-aided gaming developing optimization
Realistic player-NPC interaction

Intelligent transport system

Smart community portal

Video-based surveillance system
Collaborative home appliances control
Smart environmental trackind and awareness
Sustainable green agriculture

Virtual replication in metaverse ecosystem

Real Estate

virtual land investment in the metaverse

Land and house for trading

NFT-associated real estate in virtual worlds

Cost-efficient marketing channel for real estate companies
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Computer Vision in the Metaverse

with scene understanding, object detection, and human action/activity recognition

Scene: garden human, watering

| human, standing
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Computer
Vision



Computer Vision:
Image Classification, Object Detection,
Object Instance Segmentation

Classification Classification Object Instance
+ Localization Detection Segmentation

CAT, DOG, DUCK CAT, DOG, DUCK
G N 7

N
Single Objects Multiple Objects
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Computer Vision: Object Detection

person, sheep, dog

;n\m ’\

(a) Object Clasmﬁcatwn | (b) Generlc Object Detectlon
(Bounding Box)
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sheep® sheep sheep” sheep sheep sheep ¥ sheep! sheep sheep W sheepf
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(€) Semantic Segmentation (d) Object Instance Segmetation

Source: Li Liu, Wanli Ouyang, Xiaogang Wang, Paul Fieguth, Jie Chen, Xinwang Liu, and Matti Pietikdinen. "Deep learning for generic object
detection: A survey." International journal of computer vision 128, no. 2 (2020): 261-318.



Evolution of YOLO Algorithms
(YOLOv7, YOLOVS, YOLOV9, YOLOvV10, YOLOv11)

YOLOv3 Scaled-YOLOv4 YOLOv6 YOLO-NAS YOLOv11
Farhadi, A., & Redmon, J. Wang, C. Y., Bochkovskiy, A., et al. Li, Chuyi et al. "YOLOv6: A single- DECI-AI Glenn Jocher (Ultralytics)
"Yolov3: An incremental "Scaled-YOLOv4: Scaling cross stage object detection framework YOLO-NAS - GitHub YOLOv11 GitHub
improvement"” stage partial network" for industrial applications."
. : : E i
YOLO is introduced ; i YoLOS i i YOLOV9 i
Redmon, J. "You only look ! YOLOvV5 1 Fang,Y.etal. "You only lookatone 1 YOLOv8 1 Wang, C.Y.etal. "Yolov9: Learning 1
once: Unified, real-time 1 Glenn Jocher (Ultralytics) 1 sequence: Rethinking transformer Glenn Jocher (Ultralytics) 1 what you want to learn using 1
object detection”. : YOLOVS GitHub i invision through object detection.  } YOLOVS GitHub i programmable gradient information" §
' i i i ' ' H : : i
1 1 1 1 1 1 1 1 1 1
] ] [} 1 1 [ ] 1 ] 1 1
1 |} 1 1 1 [} 1 1 1 1
] ] 1 1 1 ] 1 ) 1 . 1 ]
Jun 8, 2015 Apr 8,2018 Jun 9, 2020 Nov 16, 2020 Jun 1, 2021 Jun, 2022 Jan 10,2023 { M 2.2023 ) Feb 21, 2024 Sep 30, 2024
Dec 25, 2016 Apr 23,2020 Jul 23,2020 May 10,2021 Jul 18,2021 Jul6,2022 Jan 13,2023 Jan 30, 2024 May 23,2024
1 ; I‘ . 1 1 1
|} [ ] 1 1 ]
1 ] 1 1 1
1 [ ] 1 1 1
1 ' 1 1 1
1 1 1 1 1
YOLOv2 (YOLO9000) PP-YOLO YOLOX YOLOvV6 3.0 YOLOv10

Redmon, J., & Farhadi, A.
"YOLO9000: better, faster, stronger”

Long, X. et al. "PP-YOLO: An
effective and efficient
implementation of object detector"

Zheng Ge et al. "YOLOX: Exceeding
YOLO Series in 2021"

Li, Chuyi et al. "Yolové v3. 0: A full-
scale reloading”

Wang, A., Chen et al. "Yolov10: Real-
time end-to-end object detection"

YOLOv4 YOLOR YOLOv7 YOLO-World
Bochkovskiy, A., et al. "Yolov4: Wang, C. Y. et al. "You only learn one Wang, C. Y., Bochkovskiy, A., et al. Cheng, T. et al. "Yolo-world: Real-
Optimal speed and accuracy of representation: Unified network for "YOLOvV7: Trainable bag-of-freebies time open-vocabulary object
object detection" multiple tasks" sets new state-of-the-art for real- detection"

time object detectors”



YOLOV7:

Trainable bag-of-freebies sets new state-of-the-art for real-time object detectors

better MS COCO Object Detection
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YOLOV9:

Learning what you want to learn using programmable gradient information

h
A
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Performance on MS COCO Object Detection Dataset
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Source: Chien-Yao Wang, I-Hau Yeh, and Hong-Yuan Mark Liao. (2025)

"Yolov9: Learning what you want to learn using programmable gradient information." In European Conference on Computer Vision, pp. 1-21. Springer, Cham.



YOLOVO:

Comparison of state-of-the-art real-time object detectors

Model #Param. (M) FLOPs (G) [APYSly. (%) | APYS (%) |APYE! (%) APY™ (%) APYS (%) APY (%)
YOLOV7 [63] 36.9 104.7 51.2 69.7 55.9 31.8 55.5 65.0
YOLOV7-X [63] 71.3 189.9 52.9 71.1 51.4 36.9 51.7 68.6
YOLOV7-N AF [63] 3.1 8.7 37.6 53.3 40.6 18.7 41.7 52.8
YOLOV7-S AF [63] 11.0 28.1 45.1 61.8 48.9 25.7 50.2 61.2
YOLOV7 AF [63] 43.6 130.5 53.0 70.2 57.5 35.8 58.7 68.9
YOLOVS-N [15] 3.2 8.7 37.3 52.6 - . = =

YOLOVS-S [15] 11.2 28.6 44.9 61.8 - - - -

YOLOVS-M [15] 25.9 78.9 50.2 67.2 - = = =

YOLOVS-L [15] 43.7 165.2 52.9 69.8 57.5 353 58.3 69.8
YOLOVS8-X [15] 68.2 257.8 53.9 71.0 58.7 35.7 59.3 70.7
YOLOV9-S (Ours) 7.1 26.4 46.8 63.4 50.7 26.6 56.0 64.5
YOLOV9-M (Ours) 20.0 76.3 51.4 68.1 56.1 33.6 57.0 68.0
YOLOV9-C (Ours) 25.3 102.1 53.0 70.2 57.8 36.2 58.5 69.3
YOLOV9-E (Ours) 57.3 189.0 55.6 72.8 60.6 40.2 61.0 71.4
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COCO mAP?~ 95

Ultralytics YOLO11

55.0 . 1%
% ultralytics

52.5 1 YOLO 11

50.0 A —e— YOLO11
YOLOv10

47.5 1 YOLOv9
YOLOvS

45.0 1 YOLOv7
YOLOv6-3.0

42.5 1 YOLOvs
PP-YOLOE+

40.0 1 11 DAMO-YOLO
YOLOX

37.5 - EfficientDet

0 2 4 6 8 10 12 14 16

Latency T4 TensorRT10 FP16 (ms/img)

https://docs.ultralytics.com/models/yolo11/
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https://docs.ultralytics.com/models/yolo11/

Ultralytics YOLO11 for Computer Vision

YOLO11 can train, val, predict and export models for the most
common tasks in vision Al: Detect, Seament, Classify and Pose.

https://colab.research.google.com/github/ultralytics/ultralytics/blob/main/examples/tutorial.ipynb
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https://colab.research.google.com/github/ultralytics/ultralytics/blob/main/examples/tutorial.ipynb
https://www.google.com/url?q=https%3A%2F%2Fdocs.ultralytics.com%2Ftasks%2Fdetect%2F
https://www.google.com/url?q=https%3A%2F%2Fdocs.ultralytics.com%2Ftasks%2Fsegment%2F
https://www.google.com/url?q=https%3A%2F%2Fdocs.ultralytics.com%2Ftasks%2Fclassify%2F
https://www.google.com/url?q=https%3A%2F%2Fdocs.ultralytics.com%2Ftasks%2Fpose%2F

YOLO11 Supported Tasks and Modes
N

yolol1ln.pt yolol1s.pt yolol1lm.pt yolol1l.pt yol Detection

YOLO11

YOLO11-seg

YOLO11-pose

YOLO11-obb

YOLO11-cls

ollx.pt

yolol1ln-seg.pt yolol1s-seg.pt yolol1lm-
seg.pt yolol1l-seg.pt yolol1x-seg.pt

yolol1ln-pose.pt yolol1s-pose.pt yolol1m-
pose.pt yolol1l-pose.pt yolol1lx-pose.pt

yolol1n-obb.pt yolol1ls-obb.pt yolol1lm-
obb.pt yolo11l-obb.pt yolol1x-obb.pt

yolol1n-cls.pt yolol1s-cls.pt yolol1m-
cls.pt yolol11l-cls.pt yolol1x-cls.pt

https://docs.ultralytics.com/models/yolo11/

Instance

Segmentation

Pose/Keypoints

Oriented Detection

Classification

32


https://docs.ultralytics.com/tasks/detect/
https://docs.ultralytics.com/tasks/segment/
https://docs.ultralytics.com/tasks/segment/
https://docs.ultralytics.com/tasks/pose/
https://docs.ultralytics.com/tasks/obb/
https://docs.ultralytics.com/tasks/classify/
https://docs.ultralytics.com/models/yolo11/

= YOLO11 Performance f

Traffic cone 93

0\ Detection (COCO) @ F

Object detection: identifying the location and class of objects in an image or video stream
(80 pre-trained classes)

i O

(ms) (ms)
YOLO1l1ln 640 39.5 56.1+0.8 1.5+0.0 2.6 6.5
YOLO11s 640 47.0 90.0+1.2 2.5+0.0 9.4 21.5
YOLO1llm 640 51.5 183.2+2.0 4.7 0.1 20.1 68.0
YOLO11| 640 53.4 238.6+t14 6.2+0.1 25.3 386.9

YOLO11x 640 54.7 462.8 + 6.7 11.3+0.2 56.9 194.9

https://docs.ultralytics.com/models/yolo11/ 33



https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11n.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11s.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11m.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11l.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11x.pt
https://docs.ultralytics.com/models/yolo11/
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YOLO11 Performance Ve
Segmentation (COCO) A% "\

80 pre-trained classes

size gpeed

U ONNX

TS‘loeed

TensorRT10

(pixels)

YOLO11n-seg
YOLO11s-seg
YOLO1l1lm-seg

YOLO11l-seg

YOLO11x-seg

(ms) (ms)

640 38.9 32.0 659+1.1 1.8%0.0 2.9 10.4
640 46.6 37.8 117.6+49 29+0.0 10.1 35.5
640 51.5 41.5 281.6+1.2 6.3+0.1 22.4 123.3
640 53.4 42.9 344.2+3.2 7.8%20.2 27.6 142.2
640 54.7 43.8 664.5+3.2 15.8+0.7 62.1 319.0

https://docs.ultralytics.com/models/yolo11/ 34



https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11n-seg.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11s-seg.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11m-seg.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11l-seg.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11x-seg.pt
https://docs.ultralytics.com/models/yolo11/

YOLO11 Performance ===
Classification (ImageNet) }

1000 pre-trained classes

gpeed TS‘!:)eed FLOPs

U ONNX TensorRT10 (B) at 640

(ms) (ms)

YOLOl1lln-cls 224 70.0 39.4 5003 1.1+0.0 1.6 3.3

YOLO11s-cls 224 75.4 92.7 7920.2 13+0.0 5.5 12.1
YOLOl1llm-cls 224 77.3 93.9 17.2+20.4 2.0x0.0 10.4 39.3
YOLO1ll-cls 224 78.3 94.3 23.2+0.3 2.8+x0.0 12.9 49.4

YOLOl1llx-cls 224 79.5 94.9 41.4+09 3.8x0.0 28.4 110.4

https://docs.ultralytics.com/models/yolo11/ 35



https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11n-cls.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11s-cls.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11m-cls.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11l-cls.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11x-cls.pt
https://docs.ultralytics.com/models/yolo11/

1 pre-trained class: 'person’

Speed

CPU ONNX T4 TensorRT10

(ms) (ms)

YOLO1lln-pose 640 50.0 81.0 52.4+0.5 1.7+0.0 2.9 7.6

YOLO11s-pose 640 58.9 86.3 90.5+0.6 2.6+0.0 9.9 23.2
YOLO1llm-pose 640 64.9 89.4 187.3+0.8 49+0.1 20.9 71.7
YOLO11l-pose 640 66.1 89.9 247.7+1.1 6.4+£0.1 26.2 90.7

YOLO1l1x-pose 640 69.5 91.1 488.0+139 12.1+0.2 58.8 203.3

https://docs.ultralytics.com/models/yolo11/ 36



https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11n-pose.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11s-pose.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11m-pose.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11l-pose.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11x-pose.pt
https://docs.ultralytics.com/models/yolo11/

YOLO11 Performance
OBB (DOTAv1)

Oriented Bounding Boxes Object Detection
15 pre-trained classes

size mAPtest Speed Speed
(pixels) 50 CPU ONNX T4 TensorRT10
(ms) (ms)
YOLO11ln-obb 1024 78.4 117608 44+0.0 2.7 17.2
YOLO11s-obb 1024 79.5 2194+40 5.1+x0.0 9.7 57.5
YOLO11m-obb 1024 80.9 562.8+29 10.1+0.4 20.9 183.5
YOLO11l-obb 1024 81.0 712550 13.5+0.6 26.2 232.0

YOLOl1llx-obb 1024 81.3 1408.6+7.7 28.6+x1.0 58.8 520.2

https://docs.ultralytics.com/models/yolo11/ 37



https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11n-obb.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11s-obb.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11m-obb.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11l-obb.pt
https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11x-obb.pt
https://docs.ultralytics.com/models/yolo11/
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Welcome to the Ultralytics YOLO11 # notebook! YOLO11 is the latest version of the YOLO (You Only Look Once) Al
models developed by Ultralytics. This notebook serves as the starting point for exploring the various resources
Pose available to help you get started with YOLO11 and understand its features and capabilities.

Classification

Oriented Bounding Boxes (OBB) YOLO11 models are fast, accurate, and easy to use, making them ideal for various object detection and image

segmentation tasks. They can be trained on large datasets and run on diverse hardware platforms, from CPUs to GPUs.

Appendix
PP We hope that the resources in this notebook will help you get the most out of YOLO11. Please browse the YOLO11

® X
https://colab.research.google.com/github/ultralytics/ultralytics/blob/main/examples/tutorial.ipynb

38


https://colab.research.google.com/github/ultralytics/ultralytics/blob/main/examples/tutorial.ipynb

YOLO11 Tutorial (1. Predict)

Spip 1nstall ultralytics
import ultralytics
ultralytics.checks ()

# Run inference on an image with YOLOlln
'volo predict model=yololln.pt source='https://ultralytics.com/images/zidane.Jjpg'

%
person 0.81

https://colab.research.google.com/github/ultralytics/ultralytics/blob/main/examples/tutorial.ipynb
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https://colab.research.google.com/github/ultralytics/ultralytics/blob/main/examples/tutorial.ipynb

Robotic System with Computer Vision
Precise pose estimation of immature green fruitlets
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Acquisition If‘> Preprocessing I:> Training E>
: Execution

IntelRealsense

Detection

&
Pose Estimation
(3D)

~ Robotic System for Field Imaging
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YOLO11 Architecture Diagram

for immature green fruit detection and pose estimation

Input Data |:>

Labelled Data

Backbone

Output Processing

@ Head

Feature Aggregation

Convolutional Layers
Conv 64, 3x3, stride 2 (s2)
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YOLO11n Detection and Pose Estimation
capabllltles in a commerual orchard

Original Image

= \' ‘ \ .| ,

! Frultlet Q7 d
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e Fruutlet 0. 83"
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(a) YOLO11n Detection and Key pomts Estimation
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Text-and-Video Dialog Generation Models
with Hierarchical Attention

-~
-
-~ —

3D
ResNeXt

(action

prediction)

Summary +
Question

Text
> Encoder

Hierarchical

Attention

21

C —2

Multi
modal
Decoder

Vocabulary

e
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Multimodal Few-Shot Learning with
Frozen Language Models

Model Completion

This person is
like @ .

This person is

This person @ . <E0S>
like @. 3

is like

Model Completion

This was invented
by Zacharias
Janssen.

This was invented by
invented by . brothers. <E0S>

Thomas Edison.

T - Model Completion
With one of these I With one of these I can .
can drive around a take off from a city and \’ - With one of break into a secure
track, overtaking fly across the sky to th T building, unlock the door
other cars and taking somewhere on the other . ese 1 can and walk right in <EO0S>
corners at speed side of the world 4

Curated samples with about five seeds required to get past well-known language model failure modes of either repeating
text for the prompt or emitting text that does not pertain to the image.

These samples demonstrate the ability to generate open-ended outputs that adapt to both images and text, and to make
use of facts that it has learned during language-only pre-training.
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Video Question Answering (VQA)

Image VQA

Q) What is the color of the bird?
A) whlte derrsssssssssssssssssssssssnens

Video VQA

Q) How many times does the cat touchthe dog?é
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Multimodal Pipeline

that includes three different modalities (Image, Text. Audio)

ZINFOET_ s

Multimodal datasets
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Audio

Video and Audio Multimodal Fusion

Fusion Fingl

operation

\ Audio description

Multimodal fusion —> prediction
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Visual and Textual Representation

Image

Visual representations (Dense)

Text
his is the oldest and most important defensive work 1o .
ave bean bt along the North African coastine by the Textual representations (Sparse)
ab conquerors in the early days of Islam. Founded in EEEE IEEE NS EEEm B
96, this building underwent several modifications during EEEE DEEE BEEE EEEE B
e medieval period. Initially, it formed a quadrilateral —rETTIETTTTT e
nd then was composed of four buildings giving onto two
ner courtyards.




Hybrid Multimodal Data Fusion

Text

Audio

Image

Text
Speech

Video

Classifier 1

Classifier 2

Classifier 3

»

Classifier

usion
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Multimodal Transfer Learning

Domain 1/ Modality 1

& 2
Source: large-scale dataset GI-HRiecimoce] —

Training —){Transfer learning

\/

Source domain

Prediction Fine-tuned model 1

Domain 2 / Modality 2 l

Fusion
— Transfer learning

A

Fine-tuned model 2

!

Transfer learning
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Neural Style Transfer (NST)

Input Style Input Content

Neural style transfer

Output
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CLIP: Learning Transferable Visual Models
From Natural Language Supervision

(1) Contrastive pre-training

Pepper the
aussie pup

-

(2) Create dataset classifier from label text

A photo of

a {object}.

‘\\\\;;;:\\\l

Y

Y

Y

Y

pla
car
dc
\ 4 4 4 \ 4
TR T N TP i
bi
Iy LT | I'Ty | I1'Ts I1'Ty
I LT | IryTy | IrT; LTy
I3 I3yT) | 13T, | I3Ty I3 Ty
IN INTy | INTy | INT3 INTN

(3) Use for zero-shot prediction

=

'//jififfi//J

\ 4 \ 4 \ 4 \ 4
T, T, T; N
L LTy | Ty [ LTy | L [Ty
4
A photo of

a dog.
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VILT: Vision-and-Language Transformer
Without Convolution or Region Supervision

Modality
Interaction

C

D)

Textual
Embed

—

Visual
Embed

\_ W,

f

Text

(a) VE > TE > MI

?

Image

Modality
Interaction

—1
[ N

Textual
Embed

N

~

Visual
Embed

D
*

__

t

Text

(b) VE = TE > MI

?

Image

~
Modality
{ Interaction
—
‘ Visual
Textual | Embed
Embed
- J
1
Text Image

(c) VE > MI > TE

Modality
Interaction

|

Textual Visual
Embed Embed

. _OC_ D
1

Text Image

(d)MI > VE = TE
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Attention Mechanisms in Computer Vision:
A survey

Non-Local Network 2018-2020
RAM Highway Network 2017.11.21 (Some popular '2020—Now
2014.06.24 2015.07.22 (It first successfully attention related (Various transformer
(It adopts RNN and (It proposes to uses self-attention to network such as variants such as PCT,
reinforcement learning combine different model non-local SAGAN, OCNet, Deforrpable DETR DeiT,
to achieve spatial branches by using relationship in DANet, EMANet, T2T-ViT, IPT, PVT, and
attention) attention method) computer vision) OCRNet, and HamNet) Swin-Transformer)
STN SENet CBAM ViT
2015.06.05 2017.09.05 2018.07.17 2020.10.22
(It proposes to select (It proposes to (It proposes to (The first pure
important region by adaptively recalibrate combine channel transformer structure
learning affine channel by using attention with spatial achieves great results
transformation) attention weight) attention) in computer vision)
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Attention Mechanisms in Computer Vision:

Data domain

Spatial Attention
e.g., Self-attention
Where to pay attention

Channel Attention
e.g., SENet
What to pay attention to

Channel & Spatial
Attention
e.g., CBAM

Temporal Attention
e.g. GLTR
When to pay attention

Branch Attention
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Hugging Face

B Spaces:

s App

Stable Diffusion

2 Search models, datasets, users... ¢ Models Datasets Spaces " Docs & Solutions
| stabilityai stable-diffusion T Q like 1.89k Running
Files @ Community

+ Stable Diffusion Demo

Stable Diffusion is a state of the art text-to-image model that generates images from text.
For faster generation and forthcoming API access you can try DreamStudio Beta

an insect robot preparing a delicious meal Generate image

100N ¢ = gk
https://huggingface.co/spaces/stabilityai/stable-diffusion

Pricing ~+=

¢ Linked Models
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https://huggingface.co/spaces/stabilityai/stable-diffusion

Stable Diffusion Colab

& woctezuma [ stable-diffusion-colab public L\ Notifications % Fork 7 ¢ Star 31

<> Code () Issues 19 Pullrequests () Actions [ Projects [ Wiki @ Security |~ Insights

¥ main ~ F 1branch © 0tags Go to file About
Colab notebook to run Stable Diffusion.
% woctezuma README: add a reference for sampler schedules 37bc@2d 24 days ago )18 commits
’ & github.com/CompVis/stable-diffusion
D LICENSE Initial commit 27 days ago deep-learning colab image-generation
[ README.md README: add a reference for sampler schedules 24 days ago text-to-image  diffusion  text2image
. . colaboratory google-colab
[ stable_diffusion.ipynb Allow to choose the scheduler 25 days ago
colab-notebook google-colaboratory
google-colab-notebook
= README.md
text-to-image-synthesis huggingface
diffusion-models
o °
Sta ble- lefUSIon - COIa b text-to-image-generation latent-diffusion
stable-diffusion huggingface-diffusers
The goal of this repository is to provide a Colab notebook to run the text-to-image "Stable Diffusion" model [1]. T (e —
> 00 Readme
¢Usage
&8 MIT license
— . : W 31stars
¢ Run stable_diffusion.ipynb .
& 2 watching

https://github.com/woctezuma/stable-diffusion-colab
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Lexica Art: Search Stable Diffusion images and prompts

lexica Q Search images Search

Lexu)a

The Stable Diffus

Search

gl g é‘u
i

https://lexica.art


https://lexica.art/

Tom Lawry (2020),
Al in Health:

A Leader’s Guide to Winning in the New Age of Intelligent Health Systems,
HIMSS Publishing

Copyrgttod Material

IN HEALTH

A LEADER'S GUIDE
TO WINNING IN THE NEW AGE OF
INTELLIGENT HEALTH SYSTEMS

—TOM LAWRY—

HIMSS S,

A PAOOUCTIVITY PRI 5L 800K

Copyrghted Matorial

Source: Tom Lawry (2020), Al in Health: A Leader’s Guide to Winning in the New Age of Intelligent Health Systems, HIMSS Publishing
https://www.amazon.com/Health-HIMSS-Book-Tom-Lawry/dp/0367333716/
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Al in Healthcare

Health services
management

Clinical Al for SRt
decision- redictive
making Healthcare mediclne

Patient data
and
diagnostics
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Multimodal Fall Detection

18398 IEEE SENSORS JOURNAL, VOL. 21, NO. 17, SEPTEMBER 1, 2021 ® IEEE

Sensors Council

Performance, Challenges, and Limitations in
Multimodal Fall Detection Systems: A Review

Vasileios-Rafail Xefteris™, Athina Tsanousa, Georgios Meditskos ', Stefanos Vrochidis
and loannis Kompatsiaris

Ambient Assisted Living (AAL)

Abstract—Fall events among older adults are a serious
concern, having an impact on their health and well-being.
The development of the Internet of Things (loT) over the last
years has led to the emergence of systems able to track
abnormal body movements and falls, thus facilitating fall
detection and in some cases prevention. Fusing information
from multiple unrelated sources is one of the recent trends
in healthcare systems. This work aims to provide a survey
of recent methods and trends of multisensor data fusion in
fall detection systems and discuss their performance, chal-
lenges, and limitations. The paper highlights the benefits of
developing multimodal systems for fall detection compared to
single-sensor approaches, categorizes the different methods

applied to this field, and discusses issues and trends for future work.

Data acquisition

Wearable
sensors

O

Camera

Ambient sensors
O sensors

o

Data analysis Data combination
- preprocess - feature level fusion

- feature extraction - decision level fusion

- raw data - fuzzy logic fusion

Fall detection

Index Terms— Data fusion, fall detection, multisensor fusion, non-wearable sensors, wearable sensors.
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Multimodal Fall Detection

Ambient Assisted Living
(AAL)

Sensor Intrusion  ROI Accuracy Power Computational Environment

modalities specific needs needs affected

Wearable Obtrusive No Scenario High Low/dependent No
dependent

Ambient No Yes Scenario Low Low/dependent Yes
dependent

Camera Privacy Yes High Low High Yes




Challenges of Multimodal Fall Detection

Modalities Performance Response time Power Unaddressed Other advantages

combined consumption 1ssues

Wearable Reasonable Reasonably low Up to 62 days.  Obtrusiveness. Offer to other healthcare
accuracy. time. applications, continuous

Non-wearable

Wearable and
non-wearable

High accuracy.

High accuracy.

Reasonably low

response time.
Low response
time.

No action
needed.
No evidence.

ROI restriction.

Complexity.

monitoring.

No recharge power needs.

Takes advantage of both
modalities, no ROI
restriction.
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Fall Detection
Non-Wearable Sensors Fusion

Reference Year Sensors Method Evaluation Performance

[46] 2013 PIR and PM Graph-theoretical concepts to track  Falls and ADLs from 5 Accuracy: 82.86%
Sensors. user and rule-based algorithm to healthy young subjects.

detect falls.

[47] 2014 Doppler radar SVM classifier on Doppler radar A week of continuous Reduced false alarms
sensor and PIR  features, rule-based algorithm to data monitoring of a by 63% with 100%
motion sensors.  correct false alarms using PIR data.  volunteer. detection rate.

[48] 2018 IR sensor and an Thermal IR and ultrasonic features, 180 falls and ADLs Accuracy: 96.7%
ultrasonic SVM classifier. from 3 healthy young (discrete test), 90.3%
distance sensor. subjects, 6 continuous (continuous test).

recordings.

[52] 2018 Doppler radar Multiple CNN, movement 1 type of fall and 3 Accuracy: 99.85%
sensor and RGB  classification from radar, aspect types of ADLs from 3
camera. ratio sequence from camera, max subjects.

voting fusion.

[53] 2019 Doppler radar Joints’ coordinates from depth 3 different datasets. Sensitivity: 100%
and depth camera, feature extraction from (FD).
camera. joints’ coordinates and radar data,

Linear Discriminant Classifier.
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Fall Detection Datasets

measurement

Datasets Posture Subject Type sensor year

samples | Number | Height(cm) | Weight(kg) | Age(year) | Gender(M/F)

Fall detection * 380 4 159-182 48-85 24-31 3M-1F RGB camera 2007

Fall detection’ 72 2 N/A N/A N/A 2M RGB camera 2008

Multicam Fall ¢ 24 1 N/A N/A N/A M 8 RGB camera 2010

Le2i’ 249 10 N/A N/A N/A N/A RGB camera 2013

Thermal simulated 35 10 N/A N/A N/A N/A Thermal camera 2016

fall [8]

SisFall[9] 154 45 149-183 42-102 19-75 23M-21F RGB camera, 2 2016
accelerometers, 1
gyroscope

UR Fall 70 5 N/A N/A N/A M 2 Kinect camera, 2016

Detection[10] accelerometer

NTU RGB+D | 56880 302 N/A N/A N/A N/A Kinect camera v2 2016

Action

Recognition [11]

UMA Fall [12] 531 17 155-195 50-93 18-55 10M-7F Mobility sensors 2017
(smartphone)

CMD Fall [13] 20 50 N/A N/A 21-40 30M-20F Kinect camera, 2018
accelerometer

TST Fall 264 11 N/A N/A N/A N/A Microsoft Kinect 2018

Detection Dataset v2, accelerometer

V28

UP-Fall[14] 561 17 N/A N/A 22-58 N/A Infrared ,inertial 2019

Note: N/A Not Available; M_Male; F_Femal
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Human Action Recognition
(HAR)

Human Action Recognition from Various Data
Modalities: A Review

Zehua Sun, Qiuhong Ke, Hossein Rahmani, Mohammed Bennamoun, Gang Wang, and Jun Liu

Abstract—Human Action Recognition (HAR) aims to understand human behavior and assign a label to each action. It has a wide
range of applications, and therefore has been attracting increasing attention in the field of computer vision. Human actions can be
represented using various data modalities, such as RGB, skeleton, depth, infrared, point cloud, event stream, audio, acceleration,
radar, and WiFi signal, which encode different sources of useful yet distinct information and have various advantages depending on the
application scenarios. Consequently, lots of existing works have attempted to investigate different types of approaches for HAR using
various modalities. In this paper, we present a comprehensive survey of recent progress in deep learning methods for HAR based on
the type of input data modality. Specifically, we review the current mainstream deep learning methods for single data modalities and
multiple data modalities, including the fusion-based and the co-learning-based frameworks. We also present comparative results on
several benchmark datasets for HAR, together with insightful observations and inspiring future research directions.

Index Terms—Human Action Recognition, Deep Learning, Data Modality, Single Modality, Multi-modality.

67



Human Action Recognition (HAR
Modality

Modality Pros Cons
' gﬁ,ﬁﬂgéff Appeatance - Sensitive to viewpoint
2 RGH - Easy to obtain and operate |’ Sensitive o background
o ) -, . o
g . Wide range of applications Sensitive to illumination
p= - Frovide 5D structural . Lack of appearance
g information of subject pose | ;oo
> en ~Simple yet informative - Lack of detailed shape
Skeleton inf i
- Insensitive to viewpoint TRoEM o
Looking at watch [28] | Insensitive to background - Noisy
- Provide 3D structural - Lack of color and texture
information information
Depth
- Provide geometric shape - Limited workable
. , information distance
Mopping floor [29]
- Lack of color and texture
Infrared - Workable in dark information
Sequence environments
- Susceptible to sunlight
Pushing [30]
’ - Provide 3D information - Lack of color and texture
Point - Provide geometric shape information
Cloud information - High computational
- Insensitive to viewpoint complexity
- Avoid much visual - Asynchronous output
redundancy
Event - Spatio-temporally sparse
Stream - High dynamic range
- Capturing device is
Running [32] - No motion blur relatively expensive
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Non-visual Modality

Human Action Recognition (HAR)
Modality

02
o1
o1

- Easy to locate actions in

- Lack of appearance

Audio temporal sequence information
Audio wave of jumping [33]
e - Can be used for fine-grained | . 1 of appearance
| HAR information
Acceleration S Dy .
Acceleration measurements Frivacy protecting - Capturing device needs
of walking [34] . Low cost to be carried by subject
- Can be used for through-wall
HAR - Lack of appearance
- Insensitive to illumination information
Radar c - device |
.rs - Capturing device 18
Fime (seconds) - Insensitive to weather relatively expensive
o [35
Spectrogram of falling [35] | Privacy protecting
NN | ﬁ[ﬂ | - Simple and convenient ’ i[fff)l; Igg?iggearance
g2, [ ’I'WM Wi octin
. L | . .
WIS i l t f S| Privacy protecting - Sensitive to environments
Time (seconds) . LOW C()St

CSI waveform of falling [35]

- Noisy
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BlazePose:

On-device Real-time Body Pose tracking
BlazePose 33 Keypoint topology

321 456

. Nose

. Left eye inner

. Left eye

. Left eye outer

. Right eye inner
. Right eye

. Right eye outer
. Left ear

. Right ear

. Mouth left

. Mouth right

. Left shoulder
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. Left elbow
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. Left wrist

. Right wrist
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17.
18.
19.
20.
21.
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23.
24.
25.
26.
27.
28.
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30.
31.
32.

Left pinky #1 knuckle
Right pinky #1 knuckle
Left index #1 knuckle
Right index #1 knuckle
Left thumb #2 knuckle
Right thumb #2 knuckle
Left hip

Right hip

Left knee

Right knee

Left ankle

Right ankle

Left heel

Right heel

Left foot index

Right foot index
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BlazePose results on yoga and fithess poses
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OpenPose vs. BlazePose

a) OpenPose COCO b) NTU-RGB+D ¢) BlazePose d) Enhanced-BlazePose

Source: Alsawadi, Motasem S., El-Sayed M. El-Kenawy, and Miguel Rio. "Using BlazePose on Spatial Temporal Graph Convolutional Networks for Action
Recognition." Computers, Materials and Continua 74, no. 1 (2022): 19-36.
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

AnyFace: Free-style Text-to-Face Synthesis and Manipulation

Jianxin Sun!?! Qiyao Deng'?; Qi Li'* ] Muyi Sun!, Min Ren!?, Zhenan Sun'*
I Center for Research on Intelligent Perception and Computing, NLPR, CASIA
2 School of Artificial Intelligence, University of Chinese Academy of Sciences (UCAS)

{jianxin.sun, denggiyao, muyi.sun, min.ren}@cripac.ia.ac.cn, {gqli, znsun}@nlpr.ia.ac.cn

She graduated with a PhD. He looks very knowledgeable.

(1) This is a young man with a melon seed face.

(2) He has wheat skin, big eyes and slightly bushy eyebrows.
(3) He has medium-length black hair.
(4) The man is smiling with his mouth slightly open.

(5) He wears black-rimmed glasses and no beard

(b) Open-world text descriptions
He has black hair and beard.

(D (H-2) 1H-3) (H-@& (H-6)

(a) One caption vs Multi-caption (c) Face manipulation

Figure 1. Our AnyFace framework can be used for real-life applications. (a) Face image synthesis with optical captions. The top left is the
source face. (b) Open-world face synthesis with out-of-dataset descriptions. (c) Text-guided face manipulation with continuous control.
Given source images, AnyFace can manipulate faces with continuous changes. The arrow indicates the increasing relevance to the text.
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

She graduated with a PhD. He looks very knowledgeable.

(1) This is a young man with a melon seed face.

(2) He has wheat skin, big eyes and slightly bushy eyebrows.
(3) He has medium-length black hair.

(4) The man 1s smiling with his mouth slightly open.

(5) He wears black-rimmed glasses and no beard

(b) Open-world text descriptions
He has black hair and beard.

(D-2) (H-0G) (1)-(4) (H)-06)

Source

(a) One caption vs Multi-caption (c) Face manipulation

Methods AttnGAN [31] DFGAN [25] RiFeGAN [1] SEA-T2F [24] CIGAN [28] TediGAN-B [30] AnyFace

Single Model v v v v
One Generator - v - -
Multi-caption - - v v
High Resolution - - - -
Manipulation - . - -
Open-world - - - - -

SSENEEENEN
DS NEEENEY
SSENENENENEN
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

Training Stage

. { (a) Cross Modal Distillation °
*% Lepp

—> CMD
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Mapping : Z
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Inversion
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Inference Stage t{ @ Transformer Feed
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w
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

The person wears lipstick.
She has blond hair, and
pale skin. She is attractive.

The woman has wavy hair,
black hair, and arched

eyebrows. She is young. She
1s wearing heavy makeup.

She is wearing lipstick. She
has high cheekbones, wavy
hair, bushy eyebrows, and

oval face. She is attractive.

He has mouth slightly open,
wavy hair, bushy eyebrows,
and oval face. He is attractive, §%
and young. He has no beard.
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AnvFace: Free-style Text-to-Face Synthesis and Manipulation

She seems to She graduated She has heavy Heis a Maybe he ate too  He is ten years
have heard bad with a PhD. makeup to conceal programmer. much junk food.  old.
her middle age.

news.

AnyFace

TediGAN-B
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AnyFace: Free-style Text-to-Face Synthesis and Manipulation

The girl with brown hair and eamngs is sm111ng

Text-guided
Face
Manipulation
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Papers with Code
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Computer Vision
e 3425 benchmarks

e 1088 tasks
e 2320 datasets
e 29741 papers with code
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Computer Vision: State-of-the-Art (SOTA

Image Classification

Image
Classification

I~ 390 benchmarks

2780 papers with
code

» See all 26 tasks

Object Detection

Object Detection
&2 268 benchmarks

2562 papers with
code

» See all 34 tasks

https://paperswithcode.com/area/computer-vision

Knowledge
Distillation

I~ 3 benchmarks

724 papers with
code

a

3D Object
Detection

I 61 benchmarks

342 papers with
code
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OOD Detection Few-Shot Image

Classification

166 papers with code k2 95 benchmarks

156 papers with code

- el

HEYEY

CHITHER
RGB Salient Object Real-Time Object
Detection Detection

I~ 33 benchmarks I 9 benchmarks

90 papers with code 85 papers with code

B

Fine-Grained
Image
Classification

I~ 35 benchmarks

130 papers with code

Few-Shot Object
Detection

I~ 6 benchmarks

52 papers with code
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Computer Vision: State-of-the-Art (SOTA

Image Classification

Image
Classification

I~ 390 benchmarks

2780 papers with
code

» See all 26 tasks

Object Detection

Object Detection
&2 268 benchmarks

2562 papers with
code

» See all 34 tasks

https://paperswithcode.com/area/computer-vision
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I~ 3 benchmarks
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3D Object
Detection
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OOD Detection Few-Shot Image

Classification

166 papers with code k2 95 benchmarks

156 papers with code
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HEYEY

CHITHER
RGB Salient Object Real-Time Object
Detection Detection

I~ 33 benchmarks I 9 benchmarks

90 papers with code 85 papers with code

B

Fine-Grained
Image
Classification

I~ 35 benchmarks

130 papers with code

Few-Shot Object
Detection

I~ 6 benchmarks

52 papers with code
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Computer Vision: State-of-the-Art (SOTA)

Image Generation

= =

Image Generation Image-to-Image
Translation

l~* 208 benchmarks

1097 papers with I 57 benchmarks

code 388 papers with

code

» See all 18 tasks

Pose Estimation

{3 Ll
. I 13
L) ,‘:

Pose Estimation 3D Human Pose

Estimation
I~ 482 benchmarks

968 papers with I~ 380 benchmarks

code 215 papers with code

» See all 18 tasks

{
|

Image Inpainting
&2 18 benchmarks

198 papers with code

wd;

Keypoint
Detection

I~ 7 benchmarks

114 papers with code

Conditional Image
Generation

I~ 10 benchmarks

105 papers with code

AN
10
I
»

3D Pose
Estimation

I~ 6 benchmarks

106 papers with code

https://paperswithcode.com/area/computer-vision

Face Generation
I~ 11 benchmarks

88 papers with code

6D Pose
Estimation

I~ 4 benchmarks

73 papers with code
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Object Tracking

l~» 55 benchmarks

389 papers with
code

Video Retrieval

I~* 17 benchmarks

151 papers with code

1e: Action, Long jume.

Temporal Action
Localization
I~ 273 benchmarks

332 papers with
code

Video
Classification

|~ 143 benchmarks

138 papers with code

hagpen?
(14:20, 3:32), (143, 155}, .)

- sty s 9 @

Video
Understanding

I~ 2 benchmarks

186 papers with code

Video Prediction

I~ 15 benchmarks

138 papers with code
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Action
Classification

I~ 49 benchmarks

184 papers with code

VOT2016

Visual Object
Tracking

I~* 20 benchmarks

115 papers with code

Computer Vision: Video
State-of-the-Art (SOTA)

P o

m

Video Object
Segmentation

I~ 47 benchmarks

171 papers with code

Video Generation

I~ 15 benchmarks

109 papers with code

https://paperswithcode.com/area/computer-vision/video
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Robotics




Artificial Intelligence:
Robotics

*Agents are endowed with
sensors and physical effectors
with which to move about and
make mischief in the real world.
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Robotics and Embodied Al

2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

= Multimodal Embodied Robot
» Multimodal Embodied Perception
® Multimodal Embodied Planning

» Multimodal Embodied Al
Multimodal Embodied Manipulation
® Multimodal Embodied Agent
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Embodied Al

Embodied AI: Aligning Cyber Space with Physical World

— /___4___’,4\\ .

Embodied Robots Simulators Embodied Perception Embodied Interaction Embodied Agent
l ! | } 1

Fixed-base Robots, S .
Wheeled &Tracked Robots,  General Simulator, A“;g ‘;,Y‘s“:"GE"P"’;?“"“’ Embodied Queston ~ Embodied Multi-modal

Quadruped Robots Real-Scene based . isual Lroun }ng,. Answering, Foundation Model,

H id Rob ’ Simulator. VESEIR B EINE RO Embodied Grasping Embodied Task Planning

MO, ’ Non-Visual Perception, ’ g
Blomlmetlc Robots,
Sim-to-Real Adaptation
}
Embodied World Model, Data Collection and Training, Embodied Control

Applications Robotics Autonomous Driving Healthcare Domestic Assistance Industrial Automation Search and Rescue
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Embodied Robots

(a) Fixed-base Robots (b) Wheeled Robots (c) Tracked Robots
(Franka Emika Panda) (Jackal robot) (iIRobot PackBot)

(d) Quadruped Robots (€) Humanoid Robots
(Boston Dynamics Spot) (Tesla Optimus)

-

-
1

-0
f

(f) Biomimetic Robots 4
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Embodied Agents

i g (LLM-Planner) | (‘sayPran ) (Roborlamings) (1EO |
LLM+VLM |: (Code as policieSJ [ChatGPT for Robotics) [ RoboGPT j
LLM | a !
Other E[ProgPromptj ( ReAct j E PaLM-E j [ConceptGraph.a [VoxPoserj E % RoboMamba J
[F lLM) é[lnner-Monologue) DEPSJ (SayCanJ (EmbodnedGPTj [RT 2] [ Read ][ RT. H)
'(Translated LM)( RT-1 ] Socratic Models)( RT-X ] [Voyagerj% Socratic Planmngj
Before 2022 2022 | 2023 | 2024 "

MLM: Multimodal Language Model, which directly perceive the world and control the embodiment
VLM: Visual-Language Model with the outer policy models
LLM + VLM: LLM-based agent that perceives the world utilizing the VLM, and LLM

means the Large-Language Model with visual context and outer policy models.
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Boston Dynamics: Spot

Automate sensing and inspection, capture limitless data, and explore
without boundaries.

https://www.bostondynamics.com/spot
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Boston Dynamics: Atlas
The world’s most dynamic humanoid robot

Atlas is a research
platform designed to
push the limits of
whole-body mobility

https://www.bostondynamics.com/atlas
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Boston Dynamics: Atlas

Y |
S,

> »l o) 022/0:54

#13 ON TRENDING
What's new, Atlas?

https://www.youtube.com/watch?v=fRj3404hN4|
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Humanoid Robot: Sophia
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https://www.youtube.com/watch?v=S5t6K9iwcdw
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>

Can a robot pass a university entrance exam?
Noriko Arai at TED2017

|deas worth spreading WATCH  DISCOVER

¢ B O

https://www.ted.com/talks/noriko arai can a robot pass a university entrance exam
https://www.youtube.com/watch?v=XQZzZijkPyJ8KU

ATT
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Robots

* Robots are physical agents that perform tasks
by manipulating the physical world.

*To do so, they are equipped with effectors
such as legs, wheels, joints, and grippers.

* Effectors are designed to assert physical forces
on the environment.



Robots and Effectors

* When they do this, a few things may happen:
* the robot’s state might change
* the state of the environment might change

* the state of the people around the robot might
change



Robots

*The most common types of robots are

manipulators (robot arms) and mobile robots.

*They have sensors for perceiving the world
and actuators that produce motion, which
then affects the world via effectors.
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Robotics Problem

* The general robotics problem involves

* stochasticity
(which can be handled by MDPs)

* partial observability
(which can be handled by POMDPs)

* acting with and around other agents
(which can be handled with game theory)
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Robotic Perception

* We typically separate
perception (estimation) from
action (motion generation).

* Perception in robotics involves
computer vision
to recognize the surroundings
through cameras,
but also localization and mapping.



Robotic Perception

* Robotic perception concerns itself with
estimating decision-relevant quantities from
sensor data.

*To do so, we need an internal representation
and a method for updating this internal
representation over time.
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Robot Perception

can be viewed as temporal inference
from sequences of actions and measurements

Dynamic Decision network

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 106



Probabilistic Filtering Algorithms

* Probabilistic filtering algorithms such as
particle filters and Kalman filters are useful
for robot perception.

*These techniques maintain the belief state,
a posterior distribution over state variables.



Configuration Spaces

* For generating motion, we use configuration
spaces, where a point specifies everything we
need to know to locate every body point on
the robot.

*For instance, for a robot arm with two joints,
a configuration consists of the two joint
angles.
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Motion Generation

* We typically decouple the motion generation
problem into

* motion planning, concerned with producing a
plan, and

* trajectory tracking control, concerned with
producing a policy for control inputs (actuator
commands) that results in executing the plan.
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Motion Planning

* Motion planning can be solved via graph search
* using cell decomposition

 using randomized motion planning algorithms, which
sample milestones in the continuous configuration
space

* using trajectory optimization, which can iteratively
push a straight-line path out of collision by leveraging
a sighed distance field.
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Planning and Control

*Optimal control unites
motion planning and trajectory tracking
by computing an
optimal trajectory directly
over control inputs.



Planning Uncertain Movements

* Planning under uncertainty unites
perception and action by

*online replanning (such as model
predictive control) and

*information gathering actions that aid
perception.
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Reinforcement learning in robotics

* Reinforcement learning is applied in robotics, with
techniques striving to reduce the required number
of interactions with the real world.

* Such techniques tend to exploit models, be it
estimating models and using them to plan, or
training policies that are robust with respect to
different possible model parameters.
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Humans and Robots

* Interaction with humans requires the ability to
coordinate the robot’s actions with theirs, which

can be formulated as a game.

* We usually decompose the solution into prediction,
in which we use the person’s ongoing actions to
estimate what they will do in the future, and
action, in which we use the predictions to compute
the optimal motion for the robot.
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Humans and Robots

* Helping humans also requires the ability to learn or infer
what they want.

* Robots can approach this by learning the desired cost
function they should optimize from human input, such as
demonstrations, corrections, or instruction in natural
language.

* Alternatively, robots can imitate human behavior, and use
reinforcement learning to help tackle the challenge of
generalization to new states.
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Robots

v
Motion Planning

130 papers with
code

» See all 54 tasks

Papers with Code
State-of-the-Art (SOTA)

3D Semantic Robot Navigation Visual Odometry
Segmentation

I~ 5 benchmarks I~ 5 benchmarks
N
k2 11 benchmarks 84 papers with 83 papers with code
111 papers with code

code

https://paperswithcode.com/sota

i

Visual Navigation

I~* 5 benchmarks

72 papers with code
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Hands-On Machine Learning with
Scikit-Learn, Keras, and TensorFlow

Notebooks

1.The Machine Learning landscape

2.End-to-end Machine Learning project

3.Classification

4.Training Models

5.Support Vector Machines

6.Decision Trees

7.Ensemble Learning and Random Forests
8.Dimensionality Reduction

9.Unsupervised Learning Techniques

10.Artificial Neural Nets with Keras

11.Training Deep Neural Networks

12.Custom Models and Training with TensorFlow
13.Loading and Preprocessing Data

14.Deep Computer Vision Using Convolutional Neural Networks
15.Processing Sequences Using RNNs and CNNs
16.Natural Language Processing with RNNs and Attention
17.Autoencoders, GANs, and Diffusion Models
18.Reinforcement Learning

19.Training and Deploying TensorFlow Models at Scale
https://github.com/ageron/handson-ml|3

OREILLY’ 8,

Hands-On
Machine Learning
with Scikit-Learn,
Keras & TensorFlow

Concepts, Tools, and Techniques
to Build Intelligent Systems

Aurélien Géron
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https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/01_the_machine_learning_landscape.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/02_end_to_end_machine_learning_project.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/03_classification.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/04_training_linear_models.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/05_support_vector_machines.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/06_decision_trees.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/07_ensemble_learning_and_random_forests.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/08_dimensionality_reduction.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/09_unsupervised_learning.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/10_neural_nets_with_keras.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/11_training_deep_neural_networks.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/12_custom_models_and_training_with_tensorflow.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/13_loading_and_preprocessing_data.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/14_deep_computer_vision_with_cnns.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/15_processing_sequences_using_rnns_and_cnns.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/16_nlp_with_rnns_and_attention.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/17_autoencoders_gans_and_diffusion_models.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/18_reinforcement_learning.ipynb
https://github.com/ageron/handson-ml3/blob/9bd4f4c23a55a50f3f4b511158ac257e477343fd/19_training_and_deploying_at_scale.ipynb
https://github.com/ageron/handson-ml3

Summary

* Computer Vision
* Classifying Images
* Detecting Objects
* The 3D World
* Robotics
* Robotic Perception
* Planning and Control
* Planning Uncertain Movements
* Reinforcement Learning in Robotics
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