Python for Accounting Applications

Applications of Accounting
Data Analytics with Python

Min-Yuh Day, Ph.D,
Professor

Institute of Information Management, National Taipei University

https://web.ntpu.edu.tw/~myday

iiiiiiiiiiiiiiiiiiiiii

%


https://web.ntpu.edu.tw/~myday/
http://www.mis.ntpu.edu.tw/en/
https://www.ntpu.edu.tw/
https://web.ntpu.edu.tw/~myday

Syllabus \<T,

& 2 F I X B
National Taipei University

Week Date Subject/Topics

1 2024/09/11 Introduction to Python for Accounting Applications

2 2024/09/18 Python Programming and Data Science

3 2024/09/25 Foundations of Python Programming

4 2024/10/02 Data Structures

52024/10/09 Control Logic and Loops

6 2024/10/16 Functions and Modules; Files and Exception Handling

7 2024/10/23 Data Analytics and Visualization with Python
(Self-Learning)
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Week Date Subject/Topics

11 2024/11/20 Obtaining Data From the Web with Python;
Statistical Analysis with Python

12 2024/11/27 Machine Learning with Python

13 2024/12/04 Text Analytics with Generative Al and Python

14 2024/12/11 Applications of Accounting Data Analytics with Python
15 2024/12/18 Applications of ESG Data Analytics with Python
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Audit Data Classification

https://www.kaggle.com/datasets/sid321axn/audit-data/data
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Audit Data

Audit Risk dataset for classifying fraudulent firms

Data Card Code (19) Discussion (2) Suggestions (0)

About Dataset

Context

Audit Risk Dataset for classifying Fraudulent Firms

Content

The goal of the dataset is to help the auditors by building a classification model that can predict the fraudulent firm on
the basis the present and historical risk factors. The information about the sectors and the counts of firms are listed
respectively as Irrigation (114), Public Health (77), Buildings and Roads (82), Forest (70), Corporate (47), Animal
Husbandry (95), Communication (1), Electrical (4), Land (5), Science and Technology (3), Tourism (1), Fisheries (41),
Industries (37), Agriculture (200).

This research work is a case study of an external government audit company which is also the external auditor of
government firms of India. During audit-planning, auditors examine the business of different government offices but the
target to visit the offices with very-high likelihood and significance of misstatements. This is calculated by assessing the
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Audit Data Classification
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Q Y @ # Audit Data Classification
# Dataset Source: Audit Data: https://www.kaggle.com/datasets/sid321laxn/audit-data/data

[x} import numpy as np
import pandas as pd
oor import seaborn as sns

import matplotlib.pyplot as plt
import plotly.express as px

O
from sklearn.model_selection import train_test_split
from sklearn.preprocessing import StandardScaler
from sklearn.metrics import accuracy_score, confusion_matrix, classification_report
from sklearn.linear_model import LogisticRegression
from sklearn.ensemble import RandomForestClassifier
from sklearn.tree import DecisionTreeClassifier
from xgboost import XGBClassifier
from sklearn import svm
from sklearn.neural_network import MLPClassifier
import warnings
warnings.filterwarnings("ignore")
<> #
# Load and Inspect Data
El #
# Audit Data: https://www.kaggle.com/datasets/sid321laxn/audit-data/data
df = pd.read_csv('audit_data.csv')
>-]

https://colab.research.google.com/drive/11ZngcenbxSlehvPYb3xMqlLVF21oWQdj ?usp=sharing
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# Audit Data Classification
import numpy as np

import pandas as pd

import seaborn as sns

import matplotlib.pyplot as plt
import plotly.express as px

from sklearn.model selection i1mport train test split

from sklearn.preprocessing import StandardScaler

from sklearn.metrics import accuracy score, confusion matrix,
classification report

from sklearn.linear model Import LogisticRegression

from sklearn.ensemble 1mport RandomForestClassifier

from sklearn.tree 1mport DecisionTreeClassifier

from xgboost import XGBClassifier

from sklearn import svm

from sklearn.neural network import MLPClassifier

import warnings
warnings.filterwarnings ("ignore")

https://tinyurl.com/aintpupython101
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# Audit Data: https://www.kaggle.com/datasets/sid32laxn/audit-data/data
# Load and Inspect Data

df = pd.read csv('audit data.csv')
print ("Data Overview:")
print (df .head (), "\n")

print ("Missing Values:")

print (df.isnull () .sum(), "\n")

# Visualize target distribution

sns.countplot (x="Risk", data=df, palette="coolwarm")
plt.title ("Count of Risk Labels")

plt.show ()

https://tinyurl.com/aintpupython101
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# Data Preprocessing
df ml = df.copy()

# Fill missing values in 'Money Value' with the mean
df ml['Money Value'] =
df ml['Money Value'].fillna(df ml['Money Value'] .mean ())

# One-hot encode the 'LOCATION ID' column

location dummies = pd.get dummies (df ml['LOCATION ID'],
prefix='location')

df ml = pd.concat([df ml, location dummies],

axis=1) .drop ('LOCATION ID', axis=l)

https://tinyurl.com/aintpupython101



https://tinyurl.com/aintpupython101

RO

— X X F#F

Separate features and target
= df ml['Risk']
= df ml.drop('Risk', axis=1)

Split 1nto train and test sets

train, X test, y train, y test = train test split(
y, train size=0.7, shuffle=True, random state=l

https://tinyurl.com/aintpupython101
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# Standardize the numerical features
scaler = StandardScaler ()
scaler.fit (X train)

X train = pd.DataFrame (scaler.transform(X train),

index=X train.index, columns=X train.columns)
X test = pd.DataFrame(scaler.transform(X test),
index=X test.index, columns=X test.columns)

https://tinyurl.com/aintpupython101
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# Utility Functions
def evaluate model (model, X test, y test,
model name="Model") :

wiww

Fits a given model to the test data, computes predictions,
and returns accuracy score and confusion matrix.

y pred = model.predict (X test)

acc = accuracy score(y test, y pred)

cm = confusion matrix(y test, y pred)

print (£" {model name} Accuracy: {acc:.4f}")

print (classification report(y test, y pred))

return acc, cm

https://tinyurl.com/aintpupython101
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def plot confusion matrix(cm, labels=['No Risk', 'Risk'],
title="Confusion Matrix") :

wiwiw

Plots a confusion matrix with the given labels.

wiww

disp = sns.heatmap(cm, annot=True, fmt='g', cmap='Blues',
xticklabels=1labels, yticklabels=labels)

plt.title(title)

plt.xlabel ("Predicted")

plt.ylabel ("Actual")

plt.show ()

https://tinyurl.com/aintpupython101



https://tinyurl.com/aintpupython101

def plot bar comparison(df, x col, y col, title, x label,
y label):

wiww

Plots a horizontal bar chart for comparison of models based
on a specified metric.

fig = px.bar(df, y=y col, x=x col, color=y col, text=x col,
orientation='h', title=title)
fig.update layout (xaxis title=x label, yaxis title=y label)
fig.show ()

https://tinyurl.com/aintpupython101 14



https://tinyurl.com/aintpupython101

# Modeling
models = {
"Decision Tree": DecisionTreeClassifier (random state=1),
"Random Forest":
RandomForestClassifier (n estimators=100,
random state=1l),
"Loglstic Regression":
LogisticRegression (random state=1),
"XGBoost Classifier": XGBClassifier (random state=1,
use label encoder=False, eval metric='mlogloss'),
"Support Vector Machine": svm.SVC (kernel='linear',
random state=1l),
"Neural Network": MLPClassifier (random state=1,
max 1ter=200)

J

https://tinyurl.com/aintpupython101
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results =

[ ]

confusion matrices = {}

# Train,

for name,
model.f1t
acc, cm =

evaluate, and store results
model 1n models.items () :

(X train, y train)
evaluate model (model, X test,

model name=name)
results.append( (name, acc))
confusion matrices[name] = cm

https://tinyurl.com/aintpupython101
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# Compare Model Performance
results df = pd.DataFrame (results, columns=['Model',

'"Accuracy'])
results df['Accuracy'] = results df['Accuracy'] * 100
results df = results df.sort values (by='Accuracy',

ascending=False)

print ("\nModel Performance Comparison:")
print (results df)

https://tinyurl.com/aintpupython101
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results df['Text'] = results df.apply(lambda row:
f"{row['Model']}: {row['Accuracy']:.2f}%", axis=1)
plot bar comparison (results df, x col="Accuracy",
y col="Model",

title="Model Accuracy Comparison",

x label="Accuracy (%)", y label="Model")

https://tinyurl.com/aintpupython101
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# Error Analysis (FP, FN, TN)

analysis data = []

for name, cm 1in confusion matrices.items() :

™, FP = cm[0,0], cm[O, 1]

FN, TP = cm[1,0], cm[1l,1]

analysis data.append([name, FP, FN, TP])

analysis df = pd.DataFrame (analysis data, columns=['Model',

'False Positives',

'False Negative',

'"True Negative'l])

https://tinyurl.com/aintpupython101
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# Visualize False Positives

fp df = analysis df[['Model', 'False
Positives']].sort values (by='False Positives',
ascending=False)

fp df["Text'"'"] = fp df.apply(lambda row: f"{row['Model']}:
{row|['False Positives']}", axis=1)

plot bar comparison(fp df, x col='False Positives',

y col="Model',

title="False Positives Comparison'",

x label="False Positives", y label="Model")

https://tinyurl.com/aintpupython101
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# Visualize False Negatives
fn df = analysis df[['Model', 'False

Negative']].sort values (by='False Negative',
ascending=False)
fn df["Text'"] = fn df.apply(lambda row: f"{row['Model']}:

{row['False Negative']}", axis=1l)

plot bar comparison(fn df, x col='False Negative',
y col="Model',

title="False Negatives Comparison",

x label="False Negative", y label="Model")

https://tinyurl.com/aintpupython101
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# Visualize True Negatives
tn df = analysis df[['Model', 'True

Negative']] .sort values (by='True Negative',
ascending=False)
tn df['Text'] = tn df.apply(lambda row: f"{row['Model']}:

{row['True Negative']}", axis=1)

plot bar comparison(tn df, x col='True Negative',
y col="Model',

title="True Negative (Correct Risk Predictions)
Comparison",

x label="True Negative", y label="Model")

https://tinyurl.com/aintpupython101
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# Feature Importance (From Random Forest)
1f 'Random Forest' 1n models:
rfc = models['Random Forest']
importances = rfc.feature i1mportances
indices = np.argsort (importances) [::-1]
names = [X.columns[1] for 1 1n 1ndices]

fig = px.bar (x=names, y=1mportances|[indices],
title="Feature Importance (Random Forest)")
fig.update xaxes (tickangle=90)
fig.show ()

https://tinyurl.com/aintpupython101
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Join the
NVIDIA
Developer
Program

take one of the

complimentary

technical self-

paced courses
(worth up to $90)

Generative Al and LLMs

8 hours

Getting Started With Deep
Learning

Explore the fundamentals of deep learning by
training neural networks and using results to
improve performance and capabilities.

Graphics and Simulation Accelerated Computing

2 hours

Modeling Time-Series Data
With Recurrent Neural
Networks in Keras

Explore how to classify and forecast time-series
data using recurrent neural networks (RNNs), such
as modeling a patient’s health over time.

Data Science Deep Learning

4 hours

Deploying a Model for
Inference at Production Scale

Learn how to deploy your own machine learning
models on a GPU server.

8 hours

Building Real-Time Video Al
Applications

Gain the knowledge and skills needed to enable the
real-time transformation of raw video data from
widely deployed camera sensors into deep learning-
based insights.

2 hours

Introduction to Graph Neural
Networks

Learn the basic concepts, models, and applications
of graph neural networks.

4 hours

Introduction to Physics-
Informed Machine Learning
With Modulus

Learn the various building blocks of NVIDIA
Modulus, which turbocharges use cases by building
physics-based deep learning models that are
100,000X faster than traditional methods and
offers high-fidelity simulation results.

2 hours

Get Started With Highly
Accurate Custom ASR for
Speech Al

Learn to build, train, fine-tune, and deploy a GPU-
accelerated automatic speech recognition (ASR)
service with NVIDIA® Riva that includes customized

features.

2 hours

Integrating Sensors With
NVIDIA DRIVE

Find out how to integrate automotive sensors into
your applications using NVIDIA DRIVE®.

https://developer.nvidia.com/join-nvidia-developer-program
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Self-Paced Course

Generative Al Explained

Free
2 hours

Self-Paced Course

Building RAG Agents With
LLMs

Certificate available
Free
8 hours

https://www.nvidia.com/en-us/learn/learning-path/generative-ai-llm/

Self-Paced Course

Getting Started With Deep
Learning

Certificate available
$90
8 hours

Instructor-Led Workshop

Building RAG Agents With
LLMs

Certificate available
$500
8 hours

Instructor-Led Workshop

Fundamentals of Deep
Learning

Certificate available
$500
8 hours

Self-Paced Course

Generative Al with
Diffusion Models

Certificate available
$90
8 hours

@nVPA NVIDIA Deep Learning Institute (DLI)

Self-Paced Course

Introduction to Transformer-
Based Natural Language
Processing

Certificate available
$30
6 hours

Instructor-Led Workshop

Generative Al with
Diffusion Models

Certificate available
$500
8 hours

26
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UDeep Learning
(JAccelerated Computing
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What do you want to learn today?

Generative Al
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Showing 19 results

All Courses

Self-paced

Generative Al Explained

Free
02:00

Self-paced

Augment your LLM Using

Self-paced

Generative Al with Diffusion
Models

$90
08:00

Self-paced

Introduction to Transformer-

== @Generative Al

Instructor-Led

Generative Al with Diffusion
Models

08:00

Instructor-Led

Rapid Application

https://learn.nvidia.com/en-us/training/find-training?qg=Generative+Al
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Generative Al Explained

((’gnV|D|A, Products Solutions Industries For You Shop Drivers Support Q 9

Deep Learning Institute Find Training s Courses Instructor-Lec

Self-paced Course

Generative Al Explained

In this no-coding course, learn Generative Al concepts and applications, as well as the challenges
and opportunities in this exciting field.

About Course Objectives Topics Covered Course Outline Stay Informed Contact Us

About this Course Course Details

Generative Al describes technologies that are used to generate new content based on a variety of inputs. In recent time, Generative Al Duration: 02:00

involves the use of neural networks to identify patterns and structures within existing data to generate new content. In this course, you
will learn Generative Al concepts, applications, as well as the challenges and opportunities in this exciting field. Price: Free
Level: Technical - Beginner

Subject: Generative Al/LLM

Learning Objectives

Upon completion, you will have a basic understanding of Generative Al and be able to more effectively use the various tools built on this

https://learn.nvidia.com/courses/course-detail?course id=course-v1:DLI+S-FX-15+V1

Language: English

Min-Yuh Day v

28


https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+S-FX-15+V1

<X NVIDIA.

Introduction to Transformer-Based
Natural Language Processing

QanV")lA, Products Solutions Industries For You

Deep Learning Institute Finc

Self-paced Course

Introduction to Transformer-Based
Natural Language Processing

Learn how Transformers are used as the building blocks of modern large language models (LLMs).
You'll then use these models for various NLP tasks, including text classification, named-entity
recognition (NER), author attribution, and question answering.

About Course Objectives Topics Covered Course Outline Stay Informed Contact Us

About this Course

Large Language Models (LLMs), or Transformers, have revolutionized the field of natural language processing (NLP). Driven by recent
advancements, applications of NLP and generative Al have exploded in the past decade. With the proliferation of applications like
chatbots and intelligent virtual assistants, organizations are infusing their businesses with more interactive human-machine
experiences. Understanding how Transformer-based large language models (LLMs) can be used to manipulate, analyze, and generate
text-based data is essential. Modern pre-trained LLMs can encapsulate the nuance, context, and sophistication of language, just as
humans do. When fine-tuned and deployed correctly, developers can use these LLMs to build powerful NLP applications that provide
natural and seamless human-computer interactions within chatbots, Al voice agents, and more. In this course, you'll learn how
Transformers are used as the building blocks of modern large language models (LLMs). You'll then use these models for various NLP

Shop Drivers Support Q Y

Course Details

Duration: 06:00

Price: $30

Level: Technical - Beginner
Subject: Generative Al/LLM

Language: English

https://learn.nvidia.com/courses/course-detail?course id=cou}se-;/1:DLI+S-FX-08+V1
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Building RAG Agents with LLMs

@an\"DlA, Products Solutions Industries For You

Deep Learning Institute Find Training  se s Ine or-Le ' Educator P ms

Self-paced Course

Building RAG Agents with LLMs

Agents powered by large language models (LLMs) have shown great retrieval capability for using
tools, looking at documents, and plan their approaches. This course will show you how to deploy an
agent system in practice with the flexibility to scale up your system to meet the demands of users
and customers.

About Course Objectives Topics Covered Course Outline Stay Informed Contact Us

About this Course

This course is free for a limited time.

The evolution and adoption of large language models (LLMs) have been nothing short of revolutionary, with retrieval-based systems at
the forefront of this technological leap. These models are not just tools for automation; they are partners in enhancing productivity,
capable of holding informed conversations by interacting with a vast array of tools and documents. This course is designed for those
eager to explore the potential of these systems, focusing on practical deployment and the efficient implementation required to
manage the considerable demands of both users and deep learning models. As we delve into the intricacies of LLMs, participants will
gain insights into advanced orchestration techniques that include internal reasoning, dialog management, and effective tooling
strategies.

Shop Drivers Support Q © Min-Yuh Day v

Enter

Course Details

Duration: 08:00

Price: Free

Level: Technical - Intermediate
Subject: Generative Al/LLM
Language: English

Course Prerequisites:
Introductory deep learning knowledge, with comfort

https://learn.nvidia.com/courses/course-detail?course id=course-v1:DLI+S-FX-15+V1
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Generative Al with Diffusion Models
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Deep Learning |nstitute Find Training Se _ourses  Instructor- grams Enterprise Solutions Certification

Self-paced Course

Generative Al with Diffusion Models

Take a deeper dive into denoising diffusion models, which are a popular choice for text-to-image
pipelines, with applications in creative content generation, data augmentation, simulation and
planning, anomaly detection, drug discovery, personalized recommendations, and more.

About Course Objectives Topics Covered Course Outline Stay Informed Contact Us

About this Course Course Details

Thanks to improvements in computing power and scientific theory, generative Al is more accessible than ever before. Generative Al Duration: 08:00

plays a significant role across industries due to its numerous applications, such as creative content generation, data augmentation,

simulation and planning, anomaly detection, drug discovery, personalized recommendations, and more. In this course, learners will take Price: $90

a deeper dive into denoising diffusion models, which are a popular choice for text-to-image pipelines. Subject: Generative Al/LLM

Language: English

Lea rn i n g 0 bj ectives Course Prerequisites:

A basic understanding of Deep Learning Concepts.

https://learn.nvidia.com/courses/course-detail?course id=course-v1:DLI+S-FX-14+V1
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=MIPIA- Join the NVIDIA Developer Program

take one of the complimentary technical self-paced courses (worth up to $90)

(@2 NVIDIA.DEVELOPER Home Blog Forums Docs Downloads Training

Topics ¥ Platforms ¥ Industries ¥ Resources ~

Choose a Technical Training Course. It’s On Us.

Join the NVIDIA Developer Program and take one of the complimentary technical self-paced courses below (worth up to $90).

Generative Al and LLMs Graphics and Simulation Accelerated Computing Data Science Deep Learning
6 hours 3 hours
Introduction to Transformer- Prompt Engineering With
Based Natural Language Llama 2

Processing

Interact with and prompt engineer Llama 2 models
Learn how transformers are used as the building to analyze documents, generate text, and be an Al
blocks of modern large language models (LLMs). assistant.
Then use these models for various natural language

processing (NLP) tasks, including text

classification, named-entity recognition (NER),

author attribution, and question answering.

https://developer.nvidia.com/join-nvidia-developer-program
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MDA Join the NVIDIA Developer Program

take one of the complimentary technical self-paced courses (worth up to $90)
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Sign in or sign up with your email address

Email Address

user@domain.com

Privacy Policy | Legal Info | Contact Us

https://developer.nvidia.com/join-nvidia-developer-program
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<A NVIDIA.

Join the NVIDIA Developer Program

take one of the complimentary technical self-paced courses (worth up to $90)

Date of birth

ETIY

D

Privacy Policy | Legal Info | Contact Us . ! ‘ English (US)

Copyright © 2024 NVIDIA Corporation

https://developer.nvidia.com/join-nvidia-developer-program
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SMVIPA- Join the NVIDIA Developer Program

take one of the complimentary technical self-paced courses (worth up to $90)

NVIDIA. DEVELOPER DEEP LEARNING INSTITUTE PROGRAM BENEFITS

SELECT YOUR FREE COURSE.

Thank you for your participation in the NVIDIA Developer Program. Please select your free DLI course below. English

Integrating Sensors with NVIDIA DRIVE® ) . ) .
Generative Al with Diffusion Models
Take a deeper dive into denoising diffusion models, which are a popular choice for text-

Deploying a Model for Inference at Production Scale to-image pipelines, with applications in creative content generation, data augmentation,
simulation and planning, anomaly detection, drug discovery, personalized

Get Started with Highly Accurate Custom ASR for Speech Al recommendations, and more.

Getting Started with Deep Learning

Introduction to Graph Neural Networks @Certiﬁcate Available

Introduction to Transformer-Based Natural Language Processing
@Duration: 08:00
Prompt Engineering with LLaMA-2 (Access Expires Dec. 5th 2025)
Generative Al with Diffusion Models
Building Real-Time Video Al Applications

Introduction to Robotic Simulations in Isaac Sim

https://developer.nvidia.com/join-nvidia-developer-program 35
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<A NVIDIA.

Join the NVIDIA Developer Program

take one of the complimentary technical self-paced courses (worth up to $90)

NVIDIA. DEVELOPER DEEP LEARNING INSTITUTE PROGRAM BENEFITS

SELECT YOUR FREE COURSE.

Thank you for your participation in the NVIDIA Developer Program. Please select your free DLI course below. English

Modeling Time Series Data with Recurrent Neural Networks in Keras (Access

ends 10/16/2024) Getting Started with Deep Learning

Optimizing CUDA Machine Learning Codes With Nsight Profiling Tools Learn how deep learning works through hands-on exercises in computer vision and
natural language processing.

Getting Started with Accelerated Computing in CUDA C/C++ @
%% Certificate Available

Fundamentals of Accelerated Computing with CUDA Python
_ (Oburation: 08:00
Fundamentals of Accelerated Computing with OpenACC
Integrating Sensors with NVIDIA DRIVE®
Getting Started with Deep Learning

Deploying a Model for Inference at Production Scale

Get Started with Highly Accurate Custom ASR for Speech Al

https://developer.nvidia.com/join-nvidia-developer-program
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SMVIPA- Join the NVIDIA Developer Program

take one of the complimentary technical self-paced courses (worth up to $90)

NVIDIA. DEVELOPER DEEP LEARNING INSTITUTE PROGRAM BENEFITS

SELECT YOUR FREE COURSE.

Thank you for your participation in the NVIDIA Developer Program. Please select your free DLI course below. English

Get Started with Highly Accurate Custom ASR for Speech Al
Generative Al with Diffusion Models

Take a deeper dive into denoising diffusion models, which are a popular choice for text-
Introduction to Transformer-Based Natural Language Processing to-image pipelines, with applications in creative content generation, data augmentation,
simulation and planning, anomaly detection, drug discovery, personalized
recommendations, and more.

Introduction to Graph Neural Networks

Prompt Engineering with LLaMA-2 (Access Expires Dec. 5th 2025)

Generative Al with Diffusion Models

Q Certificate Available

Building Real-Time Video Al Applications
(©Duration: 08:00
Introduction to Robotic Simulations in Isaac Sim
Introduction to Physics-informed Machine Learning with Modulus
Essentials of USD in Omniverse: Access Expires 09/18/2025

Synthetic Data Generation for Training Computer Vision Models

https://developer.nvidia.com/join-nvidia-developer-program 37
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|NVIDIA.

NVIDIA Deep Learning Institute (DLI)

Deep Learning |nstitute Find Training Self Paced Courses Instructor-Led Workshops Educator Programs Enterprise Solutions Certification Resources

Monthly Activity Skills Certificates

Skill Points 0

Time Spent
1-

Courses in Progress 1 No Certificates

Courses Completed 0 You don't have any certificates yet.

Watched Videos

Assessments

Courses in Progress

Self-paced

Generative Al with Diffusion
Models

0% Completed
08:00

https://learn.nvidia.com/my-learning
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NVIDIA.

NVIDIA Deep Learning Institute (DLI)

NVIDIA. Products Solutions Industries For You Shop Drivers Support Min-Yuh Day v

Deep Learning |nstitute Find Training Self Paced Courses Instructor-Led Workshops Educator Programs Enterprise Solutions Certification Resources

Generative Al with Diffusion Models

Course Progress Bookmarks Updates

Generative Al with Diffusion Models > StartHere » O:Server Access

Generative Al with Diffusion

Models Next
Start Here
(= [ [ [ [ [ [ [ [] [ [ [ [
Next Steps
Feedback 0: Server Access

[1 Bookmark this page

Welcome to Generative Al with Diffusion Models. Please click "Next" below to get started.

Underneath each video is a link to start your own private server for hands-on coding practice. Click the "Start" button to boot up the server. In a few
minutes after the server is done loading, click "Launch” to access the code labs.

1: From U-Nets to Diffusion

Theory

https://learn.nvidia.com/my-learning
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NVIDIA.

f‘f}\nVIDIA. Products Solutions Industries For You

Deep Learning Institute Find Training Self Paced Courses Instructor-Led Workshops

Monthly Activity

Skill Points
Time Spent
Courses in Progress

Courses Completed

Completed Courses

Self-paced

Sizing LLM Inference Systems

100% Completed
03:00

Skills

Self-paced

Augment your LLM Using
Retrieval Augmented
Generation

100% Completed
01:00

Self-paced

Building RAG Agents with
LLMs

Deep Learning Institute (DLI)

Shop Drivers Support Q 9 Min-Yuh Day v

Educator Programs Enterprise Solutions Certification Resources

Certificates
-

Introduction to -
Transformer- Building RAG
Based Natural Agents with

Language LLMs

Processing

View more
Self-paced Self-paced

Introduction to Transform
Based Natural Language
Processing

Generative Al Explained

100% Completed
08:00

100% Completed 100% Completed
02:00 06:00

https://learn.nvidia.com/my-learning

40


https://learn.nvidia.com/my-learning

(\2DVIDIA. Products Solutions Industries For You Shop Drivers Support Q 9 Min-Yuh Day v

<A NVIDIA.

Deep Learning Institute Find Training

Self-Paced Courses AllCourses  Free Courses  Benefits  Partners  Resources

All Self-Paced Courses

NVIDIA

Accelerated Computing Data Science Deep Learning Generative Al/LLM Graphics and Simulation Infrastructure

Share Generative Al/LLM Courses %

Deep
Learnin

Self-paced

Generative Al Explained

Self-paced

Introduction to NVIDIA NIM™
Microservices

Self-paced

Introduction to Deploying
RAG Pipelines for Production
at Scale

Self-paced

Generative Al with Diffusion
Models

Free Free $90 $90
02:00 02:00 03:00 08:00
[ )
n S t l t u t e Self-paced FMfzpaced Self-paced Self-paced

Techniques for Improving the
Effectiveness of RAG Systems

Introduction to Transformer-
Based Natural Language

Building LLM Applications
With Prompt Engineering

Synthetic Tabular Data
Generation Using

Processing Transformers
( D LI ) $30 $30 $90 $30
03:00 06:00 08:00 04:00

Self-paced

Sizing LLM Inference Systems

Self-paced

Building RAG Agents with

Self-paced

Augment your LLM Using

LLMs Retrieval Augmented
Generation
Free Free Free
03:00 08:00 01:00

https://learn.nvidia.com/en-us/training/self-paced-courses
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<A NVIDIA.

Certificate of Competency

This certificate is awarded to

Min-Yuh Day

for demonstrating competence in the completion of

Introduction to Transformer-Based Natural Language Processing

/%07/7 a -2’

" 77
Greg Estes

Vice President, NVIDIA

Issue Date: : December 5, 2024
Certification ID: twpWsrB4TDCQOErgAoEt6w |
https://learn.nvidia.com/certificates?id=twpWsrB4TDCQOErgAoEt6w/courses/course?course_id=course-v1:DLI+S-FX-08+V1

https://learn.nvidia.com/certificates?id=twpWsrB4TDCQOErgAoEt6w
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< NVIDIA.

Certificate of Completion

This certificate is awarded to

Min-Yuh Day

for successfully completing
Building RAG Agents with LLMs

/%07/7 a -2

7 77/
Greg Estes

Vice President, NVIDIA

Issue Date: : December 8, 2024
Certification ID: ed-qOCIMQaatzU8SNUNxgw |
https://learn.nvidia.com/certificates?id=ed-qOCIMQaatzU8SNUNxgw/courses/course?course_id=course-v1:DLI+S-FX-15+V1

https://learn.nvidia.com/certificates?id=ed-qOCIMQaatzUSSNUNxgw 43
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