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Syllabus A<,

National Taipei University

Week Date Subject/Topics

1 2025/09/09 Introduction to Artificial Intelligence

2 2025/09/16 Artificial Intelligence and Intelligent Agents;
Problem Solving

3 2025/09/23 Knowledge, Reasoning and Knowledge Representation;
Uncertain Knowledge and Reasoning

4 2025/09/30 Case Study on Artificial Intelligence |

52025/10/07 Machine Learning: Supervised and Unsupervised Learning;
The Theory of Learning and Ensemble Learning



Syllabus e

Week Date Subject/Topics

6 2025/10/14 NVIDIA Fundamentals of Deep Learning I:
Deep Learning; Neural Networks

7 2025/10/21 NVIDIA Fundamentals of Deep Learning Il:
Convolutional Neural Networks;
Data Augmentation and Deployment

8 2025/10/28 Self-Learning
9 2025/11/04 Midterm Project Report

10 2025/11/11 NVIDIA Fundamentals of Deep Learning lll:
Pre-trained Models; Natural Language Processing



Syllabus A<,

National Taipei University

Week Date Subject/Topics

11 2025/11/18 Case Study on Artificial Intelligence Il

12 2025/11/25 Computer Vision and Robotics

13 2025/12/02 Generative Al, Agentic Al, and Physical Al

14 2025/12/09 Philosophy and Ethics of Al and the Future of Al
15 2025/12/16 Final Project Report |

16 2025/12/23 Final Project Report I



Artificial Intelligence
Intelligent Agents
Problem Solving



Outline

* Artificial Intelligence
* Intelligent Agents
* Problem Solving



Stuart Russell and Peter Norvig (2020),
Artificial Intelligence: A Modern Approach,

4th Edition, Pearson

Russell EAFTicIal Intelligence
Norvig A Modern Approach

P Fourth Edition

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
https://www.amazon.com/Artificial-Intelligence-A-Modern-Approach/dp/0134610997/
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Artificial Intelligence:
A Modern Approach

. Artificial Intelligence

. Problem Solving

. Knowledge and Reasoning

. Uncertain Knowledge and Reasoning

. Machine Learning

. Communicating, Perceiving, and Acting
. Philosophy and Ethics of Al



Artificial Intelligence:
Intelligent Agents

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson



Artificial Intelligence:
2. Problem Solving
*Solving Problems by Searching
*Search in Complex Environments
* Adversarial Search and Games
*Constraint Satisfaction Problems



Artificial Intelligence:
3. Knowledge and Reasoning
*Logical Agents
*First-Order Logic
*Inference in First-Order Logic
*Knowledge Representation
 Automated Planning



Artificial Intelligence:
4. Uncertain Knowledge and Reasoning

* Quantifying Uncertainty

* Probabilistic Reasoning

* Probabilistic Reasoning over Time
* Probabilistic Programming

* Making Simple Decisions

* Making Complex Decisions

* Multiagent Decision Making
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Artificial Intelligence:

5. Machine Learning
*Learning from Examples
*Learning Probabilistic Models
*Deep Learning

*Reinforcement Learning



Artificial Intelligence:
6. Communicating, Perceiving, and Acting

*Natural Language Processing

*Deep Learning for Natural Language
Processing

*Computer Vision
*Robotics
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Artificial Intelligence:

Philosophy and Ethics of Al
The Future of Al

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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NVIDIA
Deep Learning Institute (DLI)

https://learn.nvidia.com/
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Artificial Intelligence

(Al)



Al, ML, DL, Generative Al

ML

DL

Al

GAl

ASR/
NLP

Artificial Intelligence

Machine Learning

Automatic Speech Recognition,

Natural Language Processing

Generative Al
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Generative Al, Agentic Al, Physical Al

Perception Al

Speech recognition

Deep recommender systems
2012 AlexNet === Medical imaging

Deep learning breakthrough

Generative Al

Digital marketing
Content creation

/

f

Physical Al

Self-driving cars
General robotics

Agentic Al

Coding assistants
Customer service
Patient care

d

y 4
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Generative Al

Computing

Generative Al

Data Algorithms



From Generative Al to Agentic Al

Generative Al
Prompt
ee 9 e /
QO XXX X o’@
90 CX o ® 6 /’é p %
> €85 (o) Reinforcement Learnin
P S5 &
" 1 Output Input
romp Promp‘t Tools’ Memory State Reward
Reasoning ° ’ ’ e X X N J 512512 =
(Planning, WS X EE X XXX : §[_h= T
Reflection) é : : : : > é : :: : > ﬂﬁ An
® e o 2 %
e.g. ain-of-thought oS -
Stflf‘-l(‘{::ﬁne T, Action
Output Outp ut e.g., Toolformer, RAG
Agentic Al
Input
@ Tools, Memory State, Reward
(¥ Reasoning 2229 sizz| [=
o (Planning, XXX = |§= i
Definition Reflection) o (=D B
(Profile, Goals, — 6o '
Constraints) “ETonTe - -
Action
Output
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Generative Al (Gen Al)
Al Generated Content (AIGC)

Unimodal
( Data J
i Pre-train .
\/ \ Once upon a time,
Please write a Prompt . Decode there was a cat
Jessy....
Multimodal
D.escribe this ( Instruction I, [ Data J Result R, ] This is a cat.
v picture. %o I
% i Pre-train -
Draw a picture . . Prompt _ ,[
of a cat. (Unstruction I, } Generative Al Models Ll
|\
Q@&Q 4

write a song ( Instruction I, Result R, ) '|II||'|'

about a cat.
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Al, Big Data, Cloud Computing
Evolution of Decision Support,

Business Intelligence, and Analytics
Al

Al Cloud Computing Big Data
L $
o % o % DM BI @,
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Decision Support Systems » Enterprise/Executive IS Business Intelligence Big Data --:

Source: Ramesh Sharda, Dursun Delen, and Efraim Turban (2017),
Business Intelligence, Analytics, and Data Science: A Managerial Perspective, 4th Edition, Pearson
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The Rise of Al

Al is born Focus on specific intelligence

The Turing Test

* Expert systems & knowledge
* Neural networks conceptualized

L]

» Dartmouth College conference
¢ Information theory-digital signals * Optical character recognition
L]

Symbolic reasoning

Dartmouth conference Edward Feigenbaum

* Speech recognition

Focus on specific problems

Machine learning
Deep learning: pattern analysis & classification
Big data: large databases
Fast processors to crunch data
High-speed networks and connectivity

led by John McCarthy develops the first :
_coins the term ~ Expert System, IBM's Watson Q&A machine wins Jeopardy! ® 2016
“artificial intelligence" : giving rebirth to Al Apple integrates Siri, a personal voice ° b
: . ‘o X phaGo
1956 . 1975 - 1982 % assistant into the iPhone defeats Lee Sedol
2011 ¢ 2014
YouTube recognizes
2000 cats from videos
I i I I I I I I N
1950 1960 1970 1980 1990 2010 2020
(
° :
1964 : i 1997
Eliza, the first chatbot @ IBM's Deep Blue defeats

is developed by Joseph
Weizenbaum at MIT

Limited computer processing power ¢ Real-world problems are complicated
Limited database storage capacity e o Facial recognition, translation
Limited network ability © Combinatorial explosion

Al Winter |

Garry Kasparoy, the world's
reigning chess champion

* Disappointing results: failure to achieve scale
¢ Collapse of dedicated hardware vendors

Al Winter |l
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The Development of LM-based Dialogue Systems

1) Early Stage (1966 - 2015)
2) The Independent Development of TOD and ODD (2015 - 2019)
3) Fusions of Dialogue Systems (2019 - 2022)
4) LLM-based DS (2022 - Now)

______________________

( : [ ! A A T5 / LaMDA A -
. ALICE ! I | €2 Xiao Mi G riaN &) eLM
. ASK | * | o9
T - | ’ | | Duer BLOOM o~ PalLM / UL2 / Flan-
I'lil Eliza: ALICE | (U siri” | Seq2Seq | @ O 7 T5/ Flan-PaLM
N e et e e ’ NS T ’ ' Di D
[ TRE0Ne 2ane  CPM-2 (0X) OPT / Galatica @ —
2016 | - 2019 2020 | - | e

2015 12016-2018 2021 2022 2023
A\ | Anthropic L 5

________________ " o el Chinchill =+ ChatGLM
 Prm— ' WATSON Xiaoice G Google Assistant G BERT G Meena / S:acrrlov:

¢ %’.'.Ei":u:.ﬂf.wmwu ! ====7E mm Microsoft a Alexa Price @ GPT (X) Blender W InstructGPT s

! e P -a / ChatGPT
| GUuUS : * @ GPTog | #owe =208 a <7 Bard
STt S | Y £2 PLUG v * v 0Q LLaMA
- — P —————————— e P ———————————————— — >
Early Stage: TOD Seq2Seq TOD and ODD PLM Different Fusions LLM LLM-based DS

Task-oriented DS (TOD), Open-domain DS (ODD)
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Definition
of
Artificial Intelligence
(A.l.)



Artificial Intelligence

“.. the science and

engineering
of
making

intelligent machines”
(John McCarthy, 1955)



Artificial Intelligence

“... technology that
thinks and acts
like humans”



Artificial Intelligence

“... intelligence
exhibited by machines
or software”



4 Approaches of Al

Thinking Humanly

Thinking Rationally

Acting Humanly

Acting Rationally

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

30



4 Approaches of Al

> hinki 0 ionall
Thinking Humanly: Thinking Rationally:
. The “Laws of Thought”
The Cognitive Approach
Modeling Approach
1. 4.
Acting Human|y; Acting Rationally:
The Turing Test The Rational Agent
Approach s Approach

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson
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Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

* Knowledge Representation
* Automated Reasoning
* Machine Learning (ML)
* Deep Learning (DL)
* Computer Vision (Image, Video)
* Natural Language Processing (NLP)
* Robotics

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Al, ML, DL

4 Artificial Intelligence (Al) A
6 Machine Learning (ML) A
Supervised Unsupervised
Learning Learning
Deep Learning (DL)
RNN LSTM GRU
\ GAN )

Semi-supervised l Reinforcement

§ Learning Learning ) )




3 Machine Learning Algorithms

TEMPORAL

DIFFERENCE

RENFORCEMENT LEARNING

Q-LEARNING

K-MEANS

DEEP BELIEF
NETWORKS

CLUSTERING

UNSUPERVISED
LEARNING

PRINCIPAL
COMPONENT
ANALYSIS DIMENSIONALITY

REDUCTION

LINEAR
DISCRIMINANT

ANALYSIS
GENERALIZED

DISCRIMINANT
ANALYSIS

LEARNING

CONVOLUTIONAL
NEURAL NETWORK

REGRESSION

SUPERVISED
LEARNING

RANDOM
FOREST

LINEAR
REGRESSION

CLASSIFICATION NAIVE BAYES

CONDITIONAL
DECISION TREE

K-NEAREST NEIGHBORS

RECURSIVE NEURAL
NETWORK

MACHINE LEARNING
+
DEEP LEARNING

-1
B w

SOCIAL
MEDIA WEB LOGS  SALES

ISCOVERY
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Machine Learning (ML)

Meaningful
Compression

Structure Image

. o Customer Retention
Discovery Classification

Big data Dimensionality Feature Idenity Fraud

isualistai : Classification Diagnostics
Visualistaion Reduction Elicitation Detection g

Advertising Popularity
Prediction

Learning Learning Weather

Forecasting
*
I I ac h I n e Population

Growth
Prediction

Recommender Unsupervised Supervised

Systems

Clustering Regression
Targetted

Marketing

Market
Forecasting

Customer

Segmentation L e a r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning

Robot Navigation Skill Acquisition

Learning Tasks

35



Machine Learning (ML) / Deep Learning (DL)

-

Machine
Learning
(ML)

o

Supervised
Learning

L

Unsupervised
Learning

|

1

Reinforcement
Learning

|

Decision Tree
~ Classifiers |

Linear
 Classifiers

Rule-based
~ Classifiers

[ Probabilistic |

~ Classifiers |
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Transformer Models
Transformer

Encoder Decoder

|

DistilBERT TS5
|

BART
|

M2M-100
I

ALBERT BigBird GPT-Neo

|
ELECTRA mTO

21 ANE

BLOOMZ

DeBERTa ChatGPT
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Four Paradigms in NLP (LM)

Paradigm Engineering Task Relation
CLS TAG
a. Fully Supervised Learning ieatli;zr didentitv. part-of-soeech H
(Non-Neural Network) & P P ’
sentence length)
| |GEN
CLS TAG
b. Fully Supervised Learning Architecture , 0 w [
N | Network (e.g. convolutional, recurrent,
(Neural Network) sell-allenlional)
| |GEN
Transfer Learning: Pre-training, Fine-Tuning (FT) CLS TAG
Objective . .M &
c. Pre-train, Fine-tune (e.g. masked language modeling, next N1
sentence prediction) l
-1 GEN
GAI: Pre-train, Prompt, and Predict (Prompting) CLS TAG
S
N

d. Pre-train, Prompt, Predict

Prompt (e.g. cloze, prefix)

1

— ~GEN
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Generative Al

Text, Image, Video, Audio
Applications



Comparison of Generative Al and Traditional Al
Feature Generative Al Traditional Al

Output type New content Classification/Prediction
Creativity  High Low

Interactivity Usually more natural Limited

40



Generative Al

* Generative Al: The Art of Creation
* Definition: Al systems capable of creating new content

* Characteristics: Creativity, interactivity

41



LMArena Leaderboard

Rank (UB) ~ Model 1 Score 1
1 G gemini-2.5-pro 1455
1 A\ claude-opus-4-1-20250805-thinking-16k 1451
2 © 03-2025-04-16 1444
2 @ gpt-5-high 1442
2 @ chatgpt-4o0-latest-20250326 1441
3 @ gpt-4.5-preview-2025-02-27 1439
3 A\ claude-opus-4-1-20250805 1438
5 ® gpt-5-chat 1430
6 %% gwen3-max-preview 1428
8 N grok-4-0709 1422

https://Imarena.ai/

95% Cl (%) 1

x5

Votes 1l

41,731

11,750

43,898

15,076

36,426

15,271

18,341

11,808

8,781

21,446

Organization 7l

Google

Anthropic

OpenAl

OpenAl

OpenAl

OpenAl

Anthropic

OpenAl

Alibaba

XAl

License 1.

Proprietary

Proprietary

Proprietary

Proprietary

Proprietary

Proprietary

Proprietary

Proprietary

Proprietary

Proprietary
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Q Model

A\

® & & e

)

A\

m m B 2 2

N

239/ 239
claude-opus-4-1-..
gemini-2.5-pro
chatgpt-4o-lates..
gpt-5-high
03-2025-04-16
claude-opus-4-1-..
gpt-4.5-preview-..
gpt-5-chat
gwen3-max-preview
claude-opus-4-20..
deepseek-r1-0528
deepseek-v3.1
deepseek-v3.1-th..
grok-4-0709
kimi-k2-0711-pre..
kimi-k2-0905-pre..
qwen3-235b-a22b-...

glm-4.5

Overall Tl

10

LMArena Leaderboard

Hard Prompts Tl

10

10

Coding Tl

Math Tl

Creative Writing 1.

14

Instruction Following

24

16

https://huggingface.co/spaces/Imarena-ai/lmarena-leaderboard

Longer Query Tl

11

13

22

12

Multi-Turn  T)

10
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Artificial Analysis Intelligence Index

Intelligence, Speed, Price

PRICE

USD per 1M Tokens; Lower is better

i

(V] S on

SPEED

Output Tokens per Second; Higher is better

™ 4
&2
~

INTELLIGENCE

Artificial Analysis Intelligence Index; Higher is better

44
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https://artificialanalysis.ai/

Artificial Analysis Intelligence Index

2022-2025

Frontier Language Model Intelligence, Over Time
Artificial Analysis Intelligence Index v3.0 incorporates 10 evaluations: MMLU-Pro, GPQA Diamond, Humanity's Last Exam, LiveCodeBench, SciCode, AIME 2025, IFBench, AA-

LCR, Terminal-Bench Hard, 7*>-Bench Telecom

@ Alibaba @ Anthropic @ DeepSeek @ Google W LG Al Research @ Meta M Mistral @ Moonshot Al @ OpenAl @ Upstage B xAl B ZAl

Artificial Analysis Intelligence Index

70 -

60 -

50 -

40 -

30 -

20 -

10 -

0_

Nov '22

/\ Artificial Analysis

—
F

I

|

Jan '23

! e —
I N E—
i — ——

g

Mar '23

May '23

Jul '23

Sep '23

Nov '23 Jan '24 Mar '24 May '24 Jul '24 Sep '24 Nov '24 Jan '25 Mar '25 May '25 Jul '25 Sep '25

Release Date
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Google Gemma 3 27B

The most capable model you can run on a single GPU or TPU
Chatbot Arena Elo Score

DeepSeek R1 Gemma 3 278’ Deepseek v3 Llama3-4058B Mistral Large Gemma 2 27B

NVIDIA H100 @ ecee -
GPUs required

https://blog.google/technology/developers/gemma-3/
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Google Gemma 3 Multimodality
(vision-language input and text outputs)

Gemma 3 1B (IT)

Gemma 3 4B (IT)

Gemma 3 12B(IT)

Gemma 3 27B (IT)

Shield Gemma 2

English

+140 Languages

+140 Languages

+140 Languages

+140 Languages

https://developers.googleblog.com/en/introducing-gemma3/

Input: Text
Output: Text

Input: Text, Image
Output: Text

Input: Text, Image
Output: Text

Input: Text, Image
Output: Text

Input: Text, Image
Output: Text
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Google Gemma 3: Pre-training and Post-training

(distillation, reinforcement learning, and model merging)

Model Performance vs. Size

na 327BIT

@ DeepSeekV3

ELO Score

Model Size (Billion Parameters)

https://developers.googleblog.com/en/introducing-gemma3
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Google Al Studio (Gemma 3 27B)

Google Al Studio Generative Al: A Comprehensive Over... /  (® EnableAutosave ¢ Compare [/ OpeninKaggle [/ Open in Vertex Al

/7 Run settings

= Get APl key
Generative Al <>

Create Prompt

. X Model
Stream Realtime ,

Generative Al: A Deep Dive

Gemma 3 27B

Starter Apps

Generative Al is one of the most exciting and rapidly evolving fields in artificial intelligence right now. Here's a
* Tune a Model comprehensive overview, covering what it is, how it works, its types, applications, limitations, and future trends:

@, Token count

Library 1,760 /131,072

1. What is Generative Al?

(s Enable chat history

. . . . . - Temperature
Generative Al refers to a category of machine learning models that can create new content - text, images, audio, 6 P

video, code, and more — that resembles the data they were trained on. Unlike traditional Al which analyzes or acts .
on existing data, generative Al produces new data. Think of it as Al that can "imagine" and then manifest those
imaginations.

[0 Prompt Gallery

[za Developer documentation

~ Advanced settings

)4 Developer forum Key Characteristics:

Safety settings
S Changelog (New)

Learns Patterns: Generative Al models learn the underlying patterns and structures within a dataset. Edit safety settings

Generates Novel Content: They use this learned knowledge to create new, original content that wasn't explicitly

present in the training data. Add stop sequence

Gemma models may make mistakes, so
double-check its response. Gemma is Probabilistic: Generation isn't deterministic. The models predict probabilities, leading to variations in output

provided under and subject to the even with the same input.

‘, Add stop...

Gemma Terms of Use. Requires Large Datasets: Effective generative Al typically needs massive amounts of data for training.
Output length

A 1. taAl__lA L AT L M ___\

£ Settings | 8192

@

<

https://aistudio.google.com
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Grok 3 Deep Search

{7 Grok g & = ©

Generative Al

Exploring user intent
Q Completed » The request is "Generative Al," which feels a bit unclear. It could
49s - 71 Sources ; -
be asking for a definition, recent updates, or use cases.
@ Thinking Q  Searching for "definition of generative Al"

10 results found

@ Exploring user intent W Generative artificial intelligence - Wikipedia en.wikipedia.org

) B Generative Al - What is it and How Does it Work? | NVIDIA nvidia.com
Q Researching recent

s What is generative Al? - IBM Research research.ibm.com
developments

@ What is Generative Al? - Gen Al Explained - AWS aws.amazon.com

(] Investigating M Explained: Generative Al | MIT News | Massachusetts I... news.mit.edu
healthcare See more (5)
applications )
@ Browsing results
» Currently looking for a definition from the search results, ha
inAllidinA calirane lilza \Ailzinadia anA IDAM R aAanarvativia Al Avraatac
How can Grok help?
()  © DeepSearch & Think Grok3 v

https://grok.com/chat
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Perplexity.ai Deep Research

K perplexity 1« Generative Al

g Deep Research [ Images o Sources 39 54 steps v
New Thread 8 K
@ linkedin € ciklum A research.aimultiple g,f'] @ f@%
The Future of Generative Al: Key Top 10 GenAl Trends to Watch in Top 100+ Generative Al
@ H ome Trends and Opportunities in... Technology 2025 and Beyond Applications with Real-Life... +36 sources
& Discover Generative Al: Current State, Applications, and Future Trends in 2025

Generative Al has rapidly evolved into a transformative technology, revolutionizing content creation,
O Spaces business operations, and digital interactions across industries. As of early 2025, this technology
has moved beyond experimental phases into mainstream adoption, with McKinsey reporting that
65% of organizations now regularly use generative Al, demonstrating its growing significance in the

A .
-~ L|brary business landscape & .

Understanding Generative Al

Gpnaroﬁ\la Al rafarc tn a ennhictinatad hranrh Af artificial intallinanra that amnlavie marcrhina

Ask follow-up

<88 Deep Research v) @

Networks), which have enabled increasingly sophisticated applications 1 .
https://www.perplexity.ai/
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Token

Tiktokenizer gpt-do

<>

System v You are a helpful assistant X Token|count

16
User v X

A . : .

t<|im_end|><|im_start|>user<|im_sep|><|im_end|><|im_st
<|im_start|>system<|im_sep|>You are a helpful art|>assistant<|im_sep|>
assistant<|im_end|><|im_start|>user<|im_sep|><|im_end|>
<|im_start|>assistant<|im_sep|>

200264, 17360, 200266, 3575, 553, 261, 10297, 29186, 2
00265, 200264, 1428, 200266, 200265, 200264, 173781, 2
00266

%

Show whitespace

https://tiktokenizer.vercel.app/
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Word Embeddings

g
S s 5 2 -
2 & £ T § ¢ 8§
2 8 2 8 © g 3
cat— | 06 | 09 | 0.1 | 04 | -0.7 | -0.3 | -0.2 houses
Dimensionality ®
. rzducgog(?f
kitten — | 0.5 | 0.8 | -0.1 | 0.2 | -0.6 | -0.5 | -0.1 | "Fom70t020"
—
dog— | 0.7 |-01]| 04 | 03 |-04]|-01]|-03 .Cat
® Litten
houses — | 0.8 | -04 | -0.5| 0.1 |-09 | 0.3 | 0.8 e dog
man — | 06 [-0.2| 0.8 | 09 | -0.1 | -0.9 | -0.7 & women
Dimensionality e
r(ejducg’og ;_f L7
1n 7
women — | 0.7 | 0.3 | 0.9 | -0.7 | 0.1 [ -0.5 | -0.4 | "Fon7nt020 ° queen
— | man K
king— | 0.5 | -04 | 07 | 08 | 09 |-0.7 | -0.6
./
queen — | 08 | -0.1| 0.8 | -09 | 0.8 | -0.5 | -0.9 king
| | | | L ] |
Word Word Embedding Dimensionality Visualization of

reduction Word embeddings in 2D



Transformer (Attention is All You Need)

Positional D
Encoding

(Vaswani et al., 2017)

4 )
Add & Norm

Feed
Forward

( R
Add & Norm

Output
Probabilities

Linear

Feed
Forward

I

Add & Norm

Multi-Head
Attention

¥ S W

3

) S—

Add & Norm

Multi-Head

Attention

W, T

\_

J

I

Add & Norm

Masked
Multi-Head
Attention

A

=
. —

Input

Embedding

T

Inputs

E_

Output
Embedding

I

Outputs
(shifted right)

Positional
Encoding
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BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

Overall pre-training and fine-tuning procedures for BERT

Ksp
" .

Mask LM
*

Start/End Spax

- BERT

00—

v ()G ) - ()

Ce )] e - (W]
lemfl & |- |8 || Ceem]| & |- [B]
e e u pEmmm s “
@m___ [T«N][ [SEP) ][Tolﬂ]_” [TokM]
\_'_l

Masked Sentence A

*
Unlabeled Sentence A and B Pair

Masked Sentence B

Pre-training

EIE L [ e [ & ] [E]

L . L. L. _ B

-! EEER[ESR

Question Paragraph
*
Question Answer Pair

Fine-Tuning




Class
Label

— =
B PMmBa B

BERT

Lol & J - [ ][ e[ & ] [or ]

G G - .

ﬁ_

Sentence 1 Sentence 2

(@) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

Start/End Span
L N mm wm
CJC)- Cllee) ) ()
BERT
L]l & ] [0 |[Een [ & |- [&0]

Fine-tuning BERT on Different Tasks

Class

Label

(& 1 l 1 |
BERT

E]a.sl E1 Ez

Ey

ar

icts) || Tok1 | Tok2
I

[

Single Sentence

(b) Single Sentence Classification Tasks:

SST-2, ColLA

— . paae maa

—
\_'_I [ |

Question Paragraph

(c) Question Answering Tasks:
SQuUAD v1.1

o) B-PER o)
* < F
BERT
EICLSI =2 E, Ey
S . py
[ [cLs) ][ Tok 1 [ Tok 2 ] Tok N

Single Sentence

(d) Single Sentence Tagging Tasks:

CoNLL-2003 NER




Sentiment Analysis:
Single Sentence Classification

Class
Label

(e = I =]

BERT

[CLS] Tok 1 Tok 2

Single Sentence

(b)) Single Sentence Classification Tasks:
SST-2, CoLA

Source: Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018).

"BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv preprint arXiv:1810.04805 57



Fine-tuning BERT on
Question Answering (QA)

Start/End Span

Le (=)~ [ )lreem -

BERT
E[CLS] E1 = EN E[SEP] E1’ ot EM’
-y .
(e ] [ ][ e= ][]
[ | |
I I
Question Paragraph

(c) Question Answering Tasks:
SQuUAD v1.1
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Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)

Class
Label

-
l o ] = J = |

[CLS] Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA



Fine-tuning BERT on Dialogue
Slot Filling (SF)

O B-PER

< r

= = = =
L= = § = |

=
[CLS] Tok 1 Tok 2

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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Task-Oriented Dialogue (ToD) System
Speech, Text, NLP

“Book me a cab to Russell Square*

- inform(service=taxi, - (7
Speech Language dest=Russell Square) ‘
Recognition Understanding :

speech text senm

. : Third
Dialogue : Party
Management : APls

speech _ text _ seW
Speech Response

Synthesis Generation request(depart_time)

“When do you want to leave?”
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Conversational Al

to deliver contextual and personal experience to users

Automated Speech
Recognition
: 1 Sure, | need your
Hi, | need :0 | ID to check the
access a_wr ua » acCcess
meeting. DlalOg Natual L?nguage permission?
P Management _, Generation
s Forming Response  Offering response

Natual Language
Understanding J

; ; ; t ;

Machine Learning and Deep Neural Networks
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Technological Integration for Multimodal Al

Video content analysis
Video captioning

Video indexing @ cG»)){_:]
—[Ed
]

Video Audio
Multimodal
Al
LO®
@ Human
computer Image

interactions
(@7

Facial expression

=
Touch sensing N

Biometric recognition

Speech recognition
Audio captioning

Content-based audio retrieval

Al

Visual recognition
Image captioning
Image based search
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4 Approaches of Al

3.
2. N .
Thinking Humanly: Thinking Rationally:
.. The “Laws of Thought”
The Cognitive Approach
Modeling Approach
1. A,
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent
Approach us Approach

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson
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Acting Rationally:
The Rational Agent Approach

* Al has focused on the study and construction of
agents that do the right thing.

e Standard model
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Neuroscience
The parts of a nerve cell or neuron

Axonal arborization

® Axon from another cell \
\
Synapse
Dendrite Axon
Nucleus d &
/
Syﬁapses
Cell body or soma

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Computational units

Storage units

Cycle time

Operations/sec

Comparison of
Computer and Human Brain

Supercomputer

10° GPUs + CPUs

10% transistors

10'® bytes RAM

107 bytes disk
107° sec

108

Personal Computer Human Brain

8 CPU cores

10*° transistors

10'° bytes RAM

10*? bytes disk
107° sec

1010

10° columns

10! neurons

10! neurons

10** synapses
1073 sec

1017
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A scene from the blocks world

Find a block which is taller than the one you
are holding and put it in the box.

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Intelligent Agents



4 Approaches of Al

3.
2. . .
Thinking Humanly: Thinking Rationally:
.. The “Laws of Thought”
The Cognitive Approach
Modeling Approach
1. 4.
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent

Approach u

Approach

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificia

IIIIIII igence: A Modern Approach, 4th Edition, Pearson
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Intelligent Agents Roadmap

AABAC—Action 1
AABAD—Action 2
BACAE—Action 3

-----------

.

l l 44 Large Model-based Agent

AGI Agent b b
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Al Agents

* Traditional Al Agents * Evolution of Al Agents
* Simple reflex agents * LLM-based Agents
 Model-based reflex agents * Multi-modal agents
* Goal-based agents * Embodied Al agents in

« Utility-based agents virtual environments

* Learning agents * Collaborative Al agents



Agents interact with environments
through sensors and actuators

/Px gent Sensors s

' Percepts

?

' Actions

\ Actuators -

JUSWIUOITAUH




Al Agents :

* Definition: An Al agent is an entity that perceives its
environment and takes actions to achieve goals

* Components:
1. Sensors: Perceive the environment
2. Actuators: Act upon the environment

3. Decision-making mechanism: Process inputs and
decide on actions
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Reinforcement Learning (DL)

Agent

{ EnvironmentJ




Reinforcement Learning (DL)

1 observation 2 action
Agent

3 reward T

Environment
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Reinforcement Learning (DL)

Agent

0,
3 reward TRt

Environment

1 observation 2 action
A

t
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A vacuum-cleaner world
with just two locations




Partial tabulation of
a simple agent function for
the vacuum-cleaner world

Percept sequence Action
A, Clean| Right
A, Dirty] Suck
B, Clean| Left
B, Dirty] Suck
A, Clean], [A, Clean] Right
A, Clean), |A, Dirty] Suck
[A, Clean), [A, Clean], A, Clean| Right
[A, Clean), |A, Clean], A, Dirty]

Suck

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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PEAS description of
the task environment for
an automated taxi driver

Agent Type

Taxi driver

Performance
Measure

Safe, fast,
legal,
comfortable
trip, maximize
profits,
minimize
impact on
other road
users

Environment

Roads, other
traffic, police,
pedestrians,
customers,
weather

Actuators

Steering,
accelerator,
brake, signal,
horn, display,
speech

Sensors

Cameras, radar,
speedometer, GPS, engine
sensors, accelerometer,
microphones, touchscreen
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Examples of Agent Types and

their PEAS descriptions

Agent Type

Medical
diagnosis system

Satellite image
analysis system

Part-picking
robot

Refinery
controller

Interactive
English tutor

Performance
Measure

Healthy patient,
reduced costs

Correct
categorization of
objects, terrain

Percentage of
parts in correct
bins

Purity, yield,
safety

Student’s score
on test

Environment

Patient, hospital,
staff

Orbiting satellite,
downlink,
weather

Conveyor belt
with parts; bins

Refinery, raw
materials,
operators

Set of students,
testing agency

Actuators

Display of
questions, tests,
diagnoses,
treatments

Display of scene
categorization

Jointed arm and
hand

Valves, pumps,
heaters, stirrers,
displays

Display of
exercises,
feedback, speech

Sensors

Touchscreen/voice
entry of

symptoms and
findings

High-resolution
digital camera

Camera, tactile
and joint angle
sensors

Temperature,
pressure, flow,
chemical sensors

Keyboard entry,
voice
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Examples of Task Environments and

their Characteristics

Task Environment ~ Observable Agents Deterministic  Episodic  Static Discrete
Crossword puzzle Fully Single Deterministic Sequential ~ Static Discrete
Chess with a clock Fully Multi  Deterministic Sequential ~ Semi Discrete
Poker Partially =~ Multi ~ Stochastic ~ Sequential  Static Discrete
Backgammon Fully Multi ~ Stochastic ~ Sequential ~ Static Discrete
Taxi driving Partially ~ Multi ~ Stochastic ~ Sequential Dynamic Continuous
Medical diagnosis Partially ~ Single  Stochastic ~ Sequential Dynamic Continuous
Image analysis Fully Single Deterministic ~ Episodic Semi  Continuous
Part-picking robot Partially ~ Single  Stochastic ~ Episodic  Dynamic Continuous
Refinery controller ~ Partially ~ Single  Stochastic ~ Sequential Dynamic Continuous
English tutor Partially =~ Multi  Stochastic ~ Sequential Dynamic  Discrete
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The TABLE-DRIVEN-AGENT program
is invoked for each new percept and
returns an action each time.

It retains the complete percept sequence in memory.

function TABLE-DRIVEN-AGENT( percept) refurns an action
persistent: percepts, a sequence, mitially empty
table, a table of actions, indexed by percept sequences, mitially fully specified

append percept to the end of percepts
action ¢ LOOKUP( percepts, table)
return action

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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The agent program for a simple
reflex agent in the two-location
vacuum environment.

function REFLEX-VACUUM-AGENT([location,status]) returns an action

if status = Dirty then return Suck
else if [ocation = A then return Right
else if [ocation = B then return Left
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Schematic Diagram of
a Simple Reflex Agent

(A

gent

Sensors ==

'

What the world
1s like now

CCondition-action rules)—»

.

Y

What action [
should do now

+

Actuators

JUSWIUOJIAUH
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Schematic diagram of
a simple reflex agent

Qgent Sensors
the current internal state Whalt{(he world
of the agent’s decision process 15 1IRC NOW

CCondition-action rules)—» S\gg&t dagg%%{v

+

JUSWIUOJIAUH

\ Actuators




Schematic diagram of
a simple reflex agent

Qgent Sensors
the current internal state What the world

1s like now

of the agent’s decision process

the background information
used in the process Y

CCondition-action rules)—» s\g g&fdagg%%{v

+

JUSWIUOJIAUH

\ Actuators




A Simple Reflex Agent

It acts according to a rule whose condition
matches the current state,
as defined by the percept.

function SIMPLE-REFLEX-AGENT( percept) returns an action
persistent: rules, a set of condition—action rules

state <— INTERPRET-INPUT( percept)

/Ag t £ A
rule <— RULE-MATCH(state, rules)
action <— rule. ACTION :
return action oo | WL ] | |
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A Model-based Reflex Agent

/— f/ ~~~~~~~~~~ ~ Sensors = \ m
Y

(How the world evolves>—> W.halt.{(he world
is like now

CWhat my actions do

JUQWIUOIIAUF

Y
C Condition-action rules )——» Sm}:ﬁtdaggzg vlv

#

Agent Actuators

"

)




A model-based reflex agent

It keeps track of the current state of the world,
using an internal model.
It then chooses an action in the same way as the reflex agent.

function MODEL-BASED-REFLEX-AGENT( percept) returns an action
persistent: state, the agent’s current conception of the world state

transitton_model, a description of how the next state depends on
the current state and action

sensor_model, a description of how the current world state is reflected
in the agent’s percepts

rules, a set of condition—action rules

action, the most recent action, initially none

state <— UPDATE-STATE(state, action, percept, transition_model, sensor_model)
rule <— RULE-MATCH(state, rules)

action < rule.ACTION
return action
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A model-based, goal-based agent

( p L - -
y S Sensors
“\ *
What the world

CHOW the world evolves is like now
oty sons a0 F—= Vi

JUQUIUOII AU

|

What action I
@ ® should do now

kAgent Actuators




A model-based, utility-based agent

. Sensors =
~
"}
What the world
CHOW the world evolves < like now
w . . .
@hat my actions do it;’alt (llto Vzlcl%igﬁ gke

Y

How happy I will be
in such a state

kAgent

Y

What action I

should do now

Y

Actuators

JUSWUOIIAUF
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A general learning agent

Performance standard

ar—

\

D

@gent

Critic - Sensors s
feedback
Y changes Y
Learning ®=1 Performance
element |=s element
knowledge
learning
goals
Problem
generator Y
Actuators

JUUWIUOIIAUH
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Three ways to represent states and
the transitions between them

(a) Atomic

OIIQQQQ

mII..Q.

(b) Factored

(c) Structured
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Large Language Model (LLM) based Agents

[ Perception }

[ Environment J

Look at the sky,
do you think it
will rain tomorrow?

=
Ly

fad

A

0000

- .

If so, give the
umbrella to me.

)
i

Reasoning from
the current weather
conditions and the

eather reports on

Action |

the internet, it is -ent
likely to rain Ag
tomorrow. Here is 2 |
your umbrella. \

()6

M| 5E

—~

Calling API ...

{ Embodiment |

Lo¥ -

Brain
Storage
Memory ! Knpwledge
1

e 1 —
G SO =
g *
[_‘ A A
_gCSummary Recall Learn| |Retrieve
— A4 v
§ Decision Making
L .
&) Planning

=)

/ Reasoning
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LLM-based Agents

* Definition: Al agents that use Large Language Models as their
core decision-making mechanism

* Key Features:
* Natural language interface
* Vast knowledge base
* Ability to understand context and nuance

* Generalize to new tasks with minimal additional training
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LLM-based Agents

Agents

Memory

> @[ &
Feed back

Short-term  Long-term ) )
Objective

Memory Retrieval \l,

A\ 4

|_—l (D= — 5

Rethink Action

L

Observation

Q Environment

Reward

2
r ) 3 3 3 SHpact

%
>
=] Ce [0 & &

Computer Game Code Simulation Real-Word

Tools

On)
(M

Chat

A

Machine

00’

APls

IT¢

Crawler
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Large Multimodal Agents (LMA)

/
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Large Multimodal Agents (LMA)

\

@Perception \

N

N
|

<:‘:’?Perception : / éPerception ©Percept|on ®
ion | X @ Acti Q Long Memory
@ —> — > — -ii:: : E
bg w *_IDI «— | Plan]| «— 101 §5 I | “
g% G Agent 1 / A%gtz : w e Agentl Agentz
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l Act Task Act Task
Result Feedback Result Feedback
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Environment
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J [ Environment

a(r{) E ‘D“
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AZA {g? Agent

(Agent2Agent

Protocol)
for agent-agent Local Agents
collaboration

,‘g, Agent

Local Agents

o]

PR e

[ Vertex Al (Gemini API, 3P) }

Agent Development Kit Agent Framework

sallepunoq [eoibojouyoa) Jo jeuoneziuebiQ

(ADK)

MCP * *
(Model Context __Mcp - Mer.
Protocol) - \ : v
for tools and APIs & Enterprise APls & Enterprise

Applications Applications

resources

https://google.github.io/A2A/ 100
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Agentic Al System with Microservices Architecture

Client Applications

Key Components: (Web, Mobile, Enterprise Systems) Microservices Benefits:
+ MCP: Model Context Protocol * Independent Scaling
« A2A: Agent-to-Agent Communication » Technology Flexibility
* RAG: Retrieval-Augmented Generation « Fault Isolation
LLM: L L. ; Model APl Gateway Conti Depl t
. . Large Language iode! « Continuous Deploymen
ge -anguag (RESTful APIs, Load Balancing, Authentication) ploy

Service Mesh
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\_[ Vector Database L[ Document Store ’ Knowledge Graph u Message Queue ’ Cache
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: I
|
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|
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I
| \
| \ 4 :
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Agentic Al and World Model for
Edge General Intelligence

A. Edge General Intelligence C. World Model
Smart home Smart traff ic Smart industry Visual Inspection Brain
@ \Devioe coordination L i Memory Knowledge
o &i\ Video analytics Robotic manipulation
> “ O {_ Environment oontrol Production optimization
Recall \ f rLeam
Imagination
B. Workflow of agentic Al What Happens Next? Dynamic modeling
Environment & ﬁ% E> ‘I:> @ ﬁ
¢ Q0ooon Y Predict

The roads are currently
too congested. Which
route should | take?

5@!9

Perception
2 un

Agentic Al

2 ==

B | B = | Macro ~
XL z pdate

Text Image ﬁ 3. Plnrouise (Cross Domain) ( Planning ]

Multimodality

1. Multimodality

~

2. Comprehension

) Generating

>

\_ Task i,
°°”"“°: "> (Domam-General)
@ * Gem|n|
Foundallon Model
/Ii (Task-Specmc)
—a N General
& 8
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Artificial Intelligence
Problem Solving



N OO U A WN =

Artificial Intelligence:
A Modern Approach

. Artificial Intelligence

. Problem Solving

. Knowledge and Reasoning

. Uncertain Knowledge and Reasoning

. Machine Learning

. Communicating, Perceiving, and Acting
. Philosophy and Ethics of Al
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Artificial Intelligence:

2. Problem Solving

* Solving Problems by Searching
* Search in Complex Environments
* Adversarial Search and Games

e Constraint Satisfaction Problems
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LLM-enhanced
Problem Solving



Problem Solving and LLM-enhanced Techniques

* Traditional Search Algorithms
* Breadth-first Search (BFS)
* Depth-first Search (DFS)
* A* Search
* LLM-enhanced Problem Solving
e Chain-of-thought (CoT) prompting
* Few-shot learning for problem decomposition

* Integration with external tools and APIs
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LLM-based Agents for Complex Problem Solving

ReAct: Reasoning and Acting in Language Models

MRKL (Modular Reasoning, Knowledge and Language) systems
LLM-powered planning and decision making

Chain-of-thought Prompting

* Solving a complex problem
using chain-of-thought prompting
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LLM-Rea Soning ApproaChES: Prompt Generation, Evaluation, and Control

/———> Model-generated prompt

1. Generation

\> Prompt using external knowledge ——» Self-Ask (Press et al., 2022)

/

2. Evaluation

Scratchpad (Nye et al., 2021) [supervised]
Hand-written prompt ——— Chain of Thought (Wei et al., 2022
ZS-CoT (Kojima et al., 2022)

Auto-CoT (Zhang et al., 2022),
> ity (Fu et al., 2022),
Buffer of Thoughts (Yang et al., 2024)

Self-Assessment

Self-Verification (Weng et al., 2022),

I-based Evaluation

> Self-Consistency (Wang et al., 2022)

Codex (Chen et al., 2021),
Self-Debugging (Chen et al., 2023),
Fun-Search (Romera et al. 2024),

External Model Validation

» LLaMEa (Van Stein and Back, 2024),
MathPrompter (Imani et al., 2023),

Program of Thoughts (Chen et al., 2022),
Program Aided Language (Gao et al., 2023)

Refiner (Paul et al., 2023),
Seilf-Corrector (Welleck et al., 2022),
Self-improvement (Huang et al., 2022)

_ SayCan (Ahn et al., 2022),

* Inner Monologue (Huang et al., 2022)

Self Taught Reasoner (Zelikman et al.,

> Complexity (Fu et al., 2022),
Greedy Selection —————————% | gast-to-Most (Zhou et al., 2022)

Self-Consistency (Wang et al., 2022),
Self-Verification (Weng et al., 2022),

Ensemble Strategy ———————————% MathPrompter (Imani et al., 2023),
Program Aided Language (Gao et al., =

Progressive Hint (Zheng et al., 2023),
Self-Refine (Madaan et al., 2023),
Tree of Thoughts (Yao et al., 2024),

2 Buffer of Thoughts (Yang et al., 2024),

Reinforcement Learmning ————— geam Search (Xie et al., 2024),

ReAct (Yao et al., 2022),
Reflexion (Shinn et al., 2024),
Voyager (Wang et al., 2023)

Source: Plaat, A., Wong, A., Verberne, S., Broekens, J., van Stein, N., & Back, T. (2024). Reasoning with Large Language Models, a Survey. arXiv preprint arXiv:2407.11511. 109



LLM-Rea Soning Approaches: Prompt Generation, Evaluation, and Control

Approach Domain Step generation Step evaluation Step control
Scratchpad [Nye et al., 2021] math word hand-wr/supervised - greedy/1prompt
Chain-of-thought [Wei et al., 2022b] math word hand-written - greedy/1prompt
ZS-CoT [Kojima et al.. 2022] math word hand-written - greedy/1prompt
Auto-CoT [Zhang et al., 2022] math word model-generated - clustering
Complexity [Fu et al.. 2022] math word hand-written self-consistency greedy/lprompt
Self-ask [Press et al., 2022] math word external knowledge LILLM multi-hop questions
Self-verification [Weng et al., 2022] math word hand-written back-verify ensemble
Self-consistency [Wang et al., 2022b] math word hand-written majority ensemble
Codex [Chen et al., 2021] code - tool-based -
Self-debugging [Chen et al., 2023] code hand-written tool-based greedy
Fun-search [Romera-Paredes et al., 2024] code hand-written tool-based evolutionary algorithm
LIL.aMEa [van Stein and Bick, 2024 code hand-written tool-based evolutionary algorithm
MathPrompter [Imani et al.. 2023] math hand-written tool-based ensemble
Program-of-thoughts [Chen et al., 2022] math word hand-written, Codex Python+Consist. decouple reason/compute
Program-aided-language [Gao et al., 2023] math word hand-written, Codex NLP/Python ensemble
Refiner [Paul et al., 2023] math word finetune critic model gen/crit feedback
Self-corrector [Welleck et al., 2022] math word finetune corrector model gen/corr feedback
Self-improvement [Huang et al., 2022a] math word finetune self-assessment CoT/consistency
Say-can [Ahn et al., 2022] robot model-generated external model greedy
Inner-monologue [Huang et al., 2022b] robot hand-written various greedy
Self-taught-reasoner [Zelikman et al., 2022] math word finetune augmentation greedy/feedback
Least-to-most [Zhou et al., 2022] math word hand-written self-assessment curriculum
Progressive-hint [Zheng et al., 2023] math word model-generated self-assessment stable prompt
Self-refine [Madaan et al.,|2023] math word model-generated self-assessment greedy/feedback
Tree-of-thoughts [ Yao et al., 2024 ] puzzles model-generated self-assessment BFS/DFS

Buffer-of-thoughts [Yang et al., 2024]
Beam-search [Xie et al., 2024]

ReAct [Yao et al., 2022]

Reflexion [Shinn et al. 2024]
Voyager [Wang et al., 2023]

math word
math word
action
decision
Minecraft

thought template
model-generated
external knowledge
model-generated
model-generated

self-assessment

self-assessment

self-assessment
ext model
Minecraft

buffer manager
Beam Search
reinforcement learning
reinforcement learning
reinforcement learning
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Self-Refine: Iterative refinement with self-feedback

Feedback

N, —"

Use M to get feedback on its own output

L\
~—

Use M to refine its previous output, given its feedback

Refine

(a) Dialogue: z, y¢

(b) FEEDBACK fb

(c) REFINE yii1

User: I am interested
in playing Table
tennis.

Response: I'm sure
it's a great way to
socialize, stay active

Engaging: Provides no
information about table
tennis or how to play it.

User understanding: Lacks
understanding of user's
needs and state of mind.

Response (refined): That's
great to hear (...) ! It's
a fun sport requiring
quick reflexes and good
hand-eye coordination.
Have you played before, or
are you looking to learn?
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Solving Problems
by
Searching



Al: Solving Problems by Searching

A simplified road map of part of Romania, with road distances in miles.

Oradea
Neamt
87
Iasi
Arad
. 92
Sibiu 99 Fagaras
118 Vaslui
80
Timisoara Rimnicu Vilcea
142
e e 211
111 Lugoj Pitesti
70 98
. 85 Hirsova
Mehadia 101 Urziceni
86
75 138 Bucharest
Drobeta 120
90
Craiova Giurgiu Eforie

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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The state-space graph for
the two-cell vacuum world

There are 8 states and three actions for each state:
L = Left, R = Right, S = Suck.

R

-
2R |88

i =A
Sof SoQ
- - 20 2R

S

R
Al & L |=A
58 | R R
S S

LCI.A

-

S

L.l‘d
O

S

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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A typical instance of
the 8-puzzle

Start State Goal State



Arad to Bucharest

Oradea
Neamt
87
Iasi
- 92
Sibiu 99 Fagaras
Vaslui
80
Timisoara Rimnicu Vilcea
142
e e 211
111 Lugoj Pitesti
70 98 .
) 85 Hirsova
Mehadia 101 — Urziceni
86
Drobeta 120
90
Craiova Eforie

Giurgiu
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ree partial search trees for finding
a route from Arad to Bucharest

Tlmlsoara D _Zerind
___________ < -
’ N ’ N,
o J/ N
2 N
B Lol el
2 __Lugoj > . Arad » <_Oradea )
sl O i e s
. A Fo ol LY AT

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Three partial search trees for finding

a route from Arad to Bucharest
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S1b1u y ( Timisoara ) " Zerind )
1’ ‘. -‘ Se -'
/”/ \\\s / 0\ / N\
ol Y (P /oA /o
P s N g / \ / \
s’ / \ N / \ / \
~ Vi \ “u i/ \ / \
/fl y \ \~\\ / \ ,/ \\
’,' / \ S / \ / \
’ / \ \\ ’ \ J
‘.--f-.~ ‘_-.4.._ PPETL LTV ‘_,.\__‘ ‘_.n... __-\.... PPCTT LTI ‘.. —..
C And ) ¢ Fagaras ) Oradea ) ity € Arad ) LugOJ Arad Oradea )
‘“- -" “-- -" ‘h- - ‘-. .-' .-- -” -’— ‘~- —"
4 , \ ,A\ Im\ /*\ * /K\
/ I B3 /N /N O O /N
,/ \ / \ p \ Mg \ ,/ \ / \ ,/ \\ / \
/ I \\ / \ / \ ’ | \\ ’ I \\ / \ / ' \ / \

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Three partial search trees for finding
a route from Arad to Bucharest

PELL LT PELLLTION

’.-\-.~ --‘--.

e

Chnd ) ¢ Fagaras ) Onadea ) i ™ O And ) LugOJ CAnd ) Onadea )

~.-'4-- s._A_- ~._A_.¢ "'qt"' -0f -._K_-
/ \ £:'N a1 / \ FitN A,
/ I \ / / \ / l \ / ' \ / \ / I \ / \
4 N\ \ / \

'-.4--‘ --‘ "‘- v’

\ \
\ / \ P | \ / \

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 119



Three partial search trees for finding

a route from Arad to Bucharest

G D G

/' \ /A
RN (LY
& A PR
/ \ / \
/ \ / \
/ \ / \
/ \ ) \
\ / \\
—-"-\ --\ ----- J ------
' ~~~~~ '~\\ ‘o -‘\ ’a n‘
@ i CAnd ) CLugoj ) ¢ And ) ¢ Oradea
-------------------------
”F\ /w\ /'F\ / \
/ \ / \ / l \ / \ / | \ / \
’/ \\ ’/ \\ / \\ / \ ’/ \\ / \
/ \ / \ / I \ / \ | \ / \

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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A sequence of search trees
generated by a graph search
on the Romania problem

Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 121



The Separation Property of
Graph Search

illustrated on a rectangular-grid problem

The frontier (green) separates
the interior (lavender) from
the exterior (faint dashed)

(a) (b) (c)

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 122



The Best-First Search (BFS) Algorithm

function BEST-FIRST-SEARCH(problem, f) returns a solution node or failure

node <— NODE(STATE=problem.INITIAL)

frontier < a priority queue ordered by f, with node as an element

reached < a lookup table, with one entry with key problem.INITIAL and value node
while not IS-EMPTY(frontier) do

node < POP(frontier)
if problem.IS-GOAL(node.STATE) then return node

for each child in EXPAND(problem, node) do

8 < child .STATE
if s is not in reached or child . PATH-COST < reached[s|.PATH-COST then

reached|[s] < child
add child to frontier
return failure

function EXPAND( problem, node) yields nodes
s < node.STATE
for each action in problem.ACTIONS(s) do

s’ «<— problem .RESULT(s, action)
cost < node. PATH-COST + problem.ACTION-COST(s, action, s’)
yield NODE(STATE=s’, PARENT=node, ACTION=action, PATH-COST=cost)
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Breadth-First Search
on a Simple Binary Tree

Bread-First
Search
(BFS)
>@ A
B C B ®

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 124



Breadth-First Search
on a Simple Binary Tree

>@

Bread-First
Search
(BFS)

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 125



Breadth-First Search

Bread-First on a Simple Binary Tree

Search
(BFS)

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 126



Breadth-First Search
on a Simple Binary Tree

Bread-First
Search
(BFS)




Breadth-First Search
on a Simple Binary Tree

Bread-First
Search
(BFS)




Breadth-First Search and
Uniform-Cost Search Algorithms

function BREADTH-FIRST-SEARCH( problem) returns a solution node or failure

node <— NODE(problem.INITIAL)
if problem.1S-GOAL(node.STATE) then return node
frontier <— a FIFO queue, with node as an element
reached < {problem.INITIAL}

while not IS-EMPTY(frontier) do

node <— POP(frontier)
for each child in EXPAND(problem, node) do

$ <— child .STATE
if problem.1S-GOAL(s) then return child

if s 1s not in reached then
add s to reached
add child to frontier

return failure

function UNIFORM-COST-SEARCH( problem) returns a solution node, or failure

return BEST-FIRST-SEARCH(problem, PATH-COST)
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Part of the Romania State Space

Uniform-Cost Search
Sibiu 99 Fagaras

Rimnicu Vilcea

Bucharest

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Depth-First Search
(DFS)



Depth-First B
Search D
(DFS) a

®@® 1 KX L M N © D@ J K L M N O
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Iterative deepening and
depth-limited tree-like search

function ITERATIVE-DEEPENING-SEARCH( problem) returns a solution node or failure
for depth =0 to oo do
result «— DEPTH-LIMITED-SEARCH( problem, depth)
if result # cutoff then return result

function DEPTH-LIMITED-SEARCH( problem, £) returns a node or failure or cutoff
frontier +— a LIFO queue (stack) with NODE(problem.INITIAL) as an element
result < failure
while not IS-EMPTY(frontier) do
node < POP(frontier)
if problem.1S-GOAL(node.STATE) then return node
if DEPTH(node) > / then
result < cutoff
else if not IS-CYCLE(node) do
for each child in EXPAND(problem, node) do
add child to frontier
return result

133



Four iterations of iterative deepening search

limit: 0 >®

limit: 1 208

limit: 2 >®

limit: 3 >®

L, M) (N, (O

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 134



Four iterations of iterative deepening search

limit: 0 >®

limit: 1 >®

limit: 2 PO

B VCi
D E F G (G
A
©)
F ‘G

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 135



Four iterations of iterative deepening search

limit: 3

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 136



Bidirectional Best-First Search

keeps two frontiers and two tables of reached states

function BIBF-SEARCH( problemp, fr, problem g, fg) returns a solution node, or faslure
node g < NODE(problem .INITIAL) // Node for a start state
node g + NODE(problem g.INITIAL) // Node for a goal state
frontier p < a priority queue ordered by fr, with noder as an element
frontier g < a priority queue ordered by fp, with nodep as an element
reached r < a lookup table, with one key node p.STATE and value noder
reached g < a lookup table, with one key node g.STATE and value node g
solution < failure
while not TERMINATED(solution, frontier g, frontier g) do
if fr(Top(frontierr)) < f(TOP(frontier g)) then
solution +— PROCEED(F', problem g frontier g, reached g, reached g, solution)
else solution <+~ PROCEED(B, problem g, frontier g, reached g, reached r, solution)
return solution
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Bidirectional Best-First Search

keeps two frontiers and two tables of reached states

function PROCEED(dir, problem, frontier, reached, reacheds, solution) returns a solution
/ / Expand node on frontier; check against the other frontier in reacheds.
/ / The variable “dir” is the direction: either F for forward or B for backward.
node < POP(frontier)
for each child in EXPAND(problem, node) do
$ — child.STATE
if s not in reached or PATH-COST(child) < PATH-COST(reacheds|) then
reached[s] < child
add child to frontier
if s is in reached then
solutiony < JOIN-NODES(dir, child, reacheds[s]))
if PATH-COST(solutions) < PATH-COST(solution) then
solution < solutions
return solution
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Evaluation of search algorithms

Breadth-  Unform- ~ Depth- Depth-  Iterative  Bidirectional

Crtenion First Cost Firt ~ Limited Deepening (if applicable)

Complete? ~ Yes'  Yes"®  No No Ve Yes
Optimal cost? ~ Yes’ Yes N N Y Yo

Time O)  OFr) opm) o) o) 0Py

Space b 00y Ofm) Opf)  Ofd) OB

b 1s the branching factor; m is the maximum depth of the search tree;
d 1s the depth of the shallowest solution, or is m when there isno solution;
¢ is the depth limit

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Values of ASLD

—straight-line distances to Bucharest.

Arad 366 Mehadia 241
Bucharest 0 Neamt 234
Craiova 160 Oradea 380
Drobeta 242 Pitesti 100
Eforie 161 Rimnicu Vilcea 193
Fagaras 176 Sibiu 253
Giurgiu 77 Timisoara 329
Hirsova 151 Urziceni 80
Iasi 226 Vaslui 199

Lugoj 244 Zerind 374
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A* search

(a) The initial state >Carad_D

(b) After expanding Arad

253 329 374

(c) After expanding Sibiu

366 176 380 193

(d) After expanding Fagaras
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A* search

Nodes are labeled with f = g + 4.
The & values are the Straight-Line Distances heuristic /g

(a) The initial state D> Arad D

366=0+366

(b) After expanding Arad

393=140+253 447=118+329 449=75+374

(c) After expanding Sibiu

449=75+374

646=280+366 415=239+176 671=291+380 413=220+193

142



Ax* search
Nodes are labeled with f = g + 4.

The & values are the Straight-Line Distances heuristic /g

(d) After expanding Rimnicu Vilcea Arad D

m imisoara

447=118+329

CArad OPCFagaras > COradea > aniou Vileed

646=280+366 415=239+176 671=291+380

CCraiova> CPitesti > C Sibiu >

526=366+160 417=317+100 553=300+253

(e) After expanding Fagaras Arad D

447=118+329

> > o> T

646=280+366 671=291+380

CSibiu > Q@ucharesD  CCraiovad PCPitesti > C Sibiu

591=338+253 450=450+0 526=366+160 417=317+100 553=300+253

CZerind >

449=75+374

CZerind >

449=75+374
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A* search

Nodes are labeled with f = g + A.
The & values are the Straight-Line Distances heuristic /g

(f) After expanding Pitesti CArad D
CSibiu_> Cimisoarg CLerind >
447=118+329 449=75+374

I RO

646-280+366 671=291+380
CSibiu D Queharesd  CCraiovad Citesti > C Sibiu
$91=3384253 450<450+0  526=366+160 $53=3004253

418=418+0 615=455+160 607=414+193
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Triangle Inequality

If the heuristic /4 is consistent, then the single number 4(#n)
will be less than the sum of the cost ¢(n, a, a’) of the action
from n to n’ plus the heuristic estimate h(n’).
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Map of Romania showing contours at
f=380, f =400, and f = 420,
with Arad as the start state

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 146



(a) A* Search
(b) Weighted A% Search

(@) (b)

The gray bars are obstacles, the purple line is the path from the green start to red goal,
and the small dots are states that were reached by each search.

On this particular problem, weighted A* explores 7 times fewer states and finds a path
that is 5% more costly.

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 147



Recursive Best-First Search (RBFS)
Algorithm

function RECURSIVE-BEST-FIRST-SEARCH( problem) returns a solution or failure
solution, fvalue <— RBFS(problem, NODE(problem.INITIAL), c0)
return solution

function RBFS( problem, node, f_limit) returns a solution or failure, and a new f-cost limit
if problem.1S-GOAL(node.STATE) then return node
successors <— LIST(EXPAND(node))
if successors is empty then return failure, oo
for each s in successors do / / update f with value from previous search
s.f < max(s.PATH-COST + h(s), node.f))
while true do
best < the node in successors with lowest f-value
if best.f > f_limit then return failure, best. f
alternative < the second-lowest f-value among successors
result, best. f «— RBFS(problem, best, min( f-limit, alternative))
if result # failure then return result, best. f
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Recursive Best-First Search (RBFS)

(a) After expanding Arad, Sibiu,
and Rimnicu Vilcea CAnd > 366
147
<Y G
447 449
Chnd D DR
646 415 071 13
Ceniov) Cpitesti D Sibin D
526 417 553

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 149



Recursive Best-First Search (RBFS)

(b) After unwinding back to Sibiu
and expanding Fagaras Chnd D
47

447 449

Chni >
646 415

671 417
CSibiu
591 450

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 150



Recursive Best-First Search (RBFS)

(¢) After switching back to Rimnicu Vilcea
and expanding Pitesti

447

imnicu Vieea
e 417

17

Craiova Pitesti Sibiu
526 417 553

Bucharest Craiova Rimnicu Vilcea
418 615 607

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Bidirectional Search
maintains two frontiers

f=9=8+1
f2=16

On the left, nodes A and B are successors of Start;
on the right, node F is an inverse successor of Goal

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 152



A typical instance of the 8-puzzle

The shortest solution is 26 actions long

Start State Goal State



Comparison of the search costs and effective

branching factors for 8-puzzle problems

Search Cost (nodes generated)

Effective Branching Factor

d BFS A*(hy) A*(ho) BFS A(hy) A*(ho)

6 128 24 19 2.01 1.42 1.34

8 368 48 31 1.91 1.40 1.30
10 1033 116 48 1.85 1.43 1.27
12 2672 279 84 1.80 1.45 1.28
14 6783 678 174 1.77 1.47 1.31
16 17270 1683 364 1.74 1.48 1.32
18 41558 4102 751 1.72 1.49 1.34
20 91493 9905 1318 1.69 1.50 1.34
22 175921 22955 2548 1.66 1.50 1.34
24 290082 53039 5733 1.62 1.50 1.36
26 395355 110372 10080 1.58 1.50 1.35
28 463234 202565 22055 1.53 1.49 1.36

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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A subproblem of the 8-puzzle

Start State Goal State

The task 1s to get tiles 1, 2, 3, 4, and the blank into their correct positions,

without worrying about what happens to the other tiles
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A Web service providing driving directions,

7h 17 min (578 km) <
via Al and EBY
Fastest route. the usual tratfic

Ared

Romrane
> Geton Al from Strada Andrel $aguna, Strada
Y and Calea QUIU/DJ6E2F
Bme (43 wm)
> Gaton DN6BA/EST3 in Judetul Timig from A1

3 me (101 k)

> Geton Al in Soimug from DNG6BA/E673 and
DN7/E68

Th Y3 min (757 um)

> Follow A1, DN1/DN7/ESB/EBT and A1 to
DN1/DON7/E68/E81 In Judetud Sibiu. Take the
DN7/ON1 exit from A1

11 38 i (139 bev)

> Continue to RAmnicu Valcea
121 e (86 4 )

t Continue onto DN7/E81
@ Corninue 1o follow EB1

23S mn (177 ko)

> Take Splaiud Independentei to Bulevardul
Uniri/E81

G mes (35 km)

Bucharest

Romania

computed by a search algorithm.

"ee ) r - -
& =N T \ A~ § . o m
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j\'. X\ m e ; I AN e s
P ’ Albo bia v Ll .
Radra S \ t . f i e .
) @ 2
i ~m . m
Y VS22 —_, ) " A A
: P ) h 17 g | Smohe
wm BT peit DS
- 5 » { ’ ° or 5
Timigoara o = 5 Hunedears ; T \ s
N {4 X X o
= ~ - ) Pabeny Bragov
| Hajeg
[\
& NEY v
- : ‘< EE e A
! ~ ' G
\ .
b Tmy ¢ s
4 : \-~.
£ = ul
Cortea
Ge Arges
¥ Y /
. i
’ (
N\ Move -
’ ~  Yargovigee #

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Search
In
Complex
Environments



A one-dimensional
state-space landscape

objective function

A

_— global maximum

shoulder

N

local maximum

_—

“flat” local maximum

/

» State space

current
state

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Adversarial
Search
and
Games



Game Tree for the Game of Tic-tac-toe

MAX (X)
MIN (o) X X . 1| X X
MAX (% X0| | |x| |0 %
MIN (o) X|0|X i‘o &g
xix xix xix }-
TERMINAL O[X| [O[Oo[X X
0) X[ X[O] [X[O|O|
Utility -1 0 +1

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 160



Constraint
Satisfaction
Problems



The Map-Coloring Problem
Represented as a Constraint Graph

Northern e
Territory
Queensland
Western
Australia
South — ]
Australia New
South

Wales °
Victoria
Tasmania @

(a) (b)

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 162



A Tree Decomposition of the
Constraint Graph

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson 163



Artificial Intelligence: A Modern Approach (AIMA)

* Artificial Intelligence: A Modern Approach (AIMA)
* http://aima.cs.berkeley.edu/

* AIMA Python
* http://aima.cs.berkeley.edu/python/readme.html

* https://github.com/aimacode/aima-python

e Search
* http://aima.cs.berkeley.edu/python/search.html

 Games: Adversarial Search
http://aima.cs.berkeley.edu/python/games.html

* CSP (Constraint Satisfaction Problems)
* http://aima.cs.berkeley.edu/python/csp.html
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Artificial Intelligence: A Modern Approach (AIMA)
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o US Edition
o Global Edition
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Popular repositories

aima-python Public

Python implementation of algorithms from Russell And Norvig's
"Artificial Intelligence - A Modern Approach"

@ Jupyter Notebook  Y¥ 6.6k % 3.2k

aima-pseudocode Public

Pseudocode descriptions of the algorithms from Russell And
Norvig's "Artificial Intelligence - A Modern Approach"

w740 % 386

aima-javascript Public

Javascript visualization of algorithms from Russell And Norvig's
"Artificial Intelligence - A Modern Approach"

JavaScript ﬁ495 ?208

aima-java Public

Java implementation of algorithms from Russell And Norvig's
"Artificial Intelligence - A Modern Approach"

@Java W4k % 767

aima-exercises Public

Exercises for the book Artificial Intelligence: A Modern Approach

@OHTML Y611 % 353

aima-lisp Public

Common Lisp implementation of algorithms from Russell And
Norvig's "Artificial Intelligence - A Modern Approach"

@®CommonlLisp Yr342 %95

https://github.com/aimacode
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discussions, sponsorships, and
repositories will appear in your dashboard
feed.
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who's a part of this organization.
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JavaScript @ Python @ Java
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gui
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tests
.coveragerc
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.gitignore
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fixed tests (#1191)
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updating submodule (#994)

f Projects

Go to file

61d695b on Dec 5, 2021

Added TicTacToe to notebook (#213)

Image Rendering problem resolved (#1178)

fixed tests (#1191)

0J wiki

Added coverage report generation to Travis (#1058)

Fix flake8 warning

Reworked PriorityQueue and Added Tests (#1025)
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeo4zJ1zTuniMgf2RkCrT

0 python101.ipynb - Colaborator X +
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& python101.ipynb ¢
CO pyt Py Bl COMMENT &% SHARE o
File Edit View Insert Runtime Tools Help
CODE TEXT 4 CELL ¥ CELL / CONNECTED ¥ 2 EDITING A
# Future Value “
° pv = 100

r
n
fv = pv * ((1 + (r)) ** n)
print(round(fv, 2))

[11] 1 amount =
2 interest
3 years = 7
4
5 future_value = amount * ((1 + (0.01 * interest)) ** years)
6 print(round(future_value, 2))

100
= 10 #10% = 0.01 * 10

> 194.87

[12] 1 # Python Function def
2 def getfv(pv, r, n):
3 fv = pv * ((1 + (r)) ** n)
4 return fv
5 fv = getfv(100, 0.1, 7).
6 print(round(fv, 2))

D> 194.87

[13] 1 # Python if else
2 score = 80
3 if score >=60 :

4 print("Pass")

5 else:

6 print("Fail"),
[»> Pass
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